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Abstract: Updating the basic wind speed map of NBR 6123 –-Wind loading on buildings – is one of the 
duties of the committee responsible for the revision of this code. Traditionally such maps are elaborated by 
means of extreme value wind speed data collected at meteorological stations, use of statistical methods for 
data characterization, and application of mathematical regression to elaborate the territorial maps. However, 
the spatial distribution of the atmospheric phenomena responsible for strong winds cannot be disregarded. 
This work presents a proposal for a new wind speed map for NBR 6123 combining a climatological approach 
and wind speed data recently compiled from hundreds of meteorological stations. A climatological wind map 
was first produced considering the phenomena which cause strong winds, and used as a basis to draw the 
isopleths of the basic wind speed map, considering the measured wind speed data. The resulting map shows 
basic wind speeds ranging from 30 to 48m/s. 

Keywords: extreme winds, basic wind speeds, climatology, Gumbel distribution, NBR 6123. 

Resumo: A atualização do mapa de isopletas da norma NBR 6123 – Forças devidas ao vento em edificações 
– é um dos aspectos tratados no âmbito do trabalho da comissão encarregada da revisão da citada norma. 
Tradicionalmente estes mapas são elaborados por meio de análises de valores extremos das velocidades do 
vento registradas em estações meteorológicas, da aplicação de métodos estatísticos para caracterização dos 
dados, e de interpolação matemática para geração do mapa. Entretanto, a distribuição espacial dos fenômenos 
atmosféricos responsáveis por ventos fortes no Brasil não pode ser desconsiderada. Este trabalho apresenta 
uma proposta para um novo mapa de isopletas da velocidade básica do vento para a NBR 6123 elaborado com 
base em uma abordagem climatológica e em recente pesquisa incluindo novos dados de centenas de estações 
meteorológicas. Inicialmente foi desenvolvido um mapa de regiões climáticas associadas aos fenômenos que 
produzem ventos fortes, a partir do qual o mapa de isopletas foi traçado. Resultaram isopletas associadas a 
velocidades de vento variando entre 30 e 48m/s. 

Palavras-chave: ventos extremos, isopletas, velocidade básica do vento, climatologia, distribuição de 
Gumbel, NBR 6123. 
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1 INTRODUCTION 
In NBR 6123 [1] the so-called “basic” wind speed V0 is defined as the average speed over three seconds (wind gust), 

which is exceeded on average once every 50 years, measured 10m above ground in open and flat terrain. Based on annual 
maximum wind gusts obtained in 49 weather stations of Brazilian airports, a wind speed map was drawn [2], [3], [4], 
which served as a basis for the current basic wind speed map of NBR 6123 [1]. In this map (Figure 1), values between 30 
and 50 m/s are observed, as well as a large, hatched region in central Brazil, for which data was not available at the time, 
and for which the “minimum” value of 30 m/s was adopted. 

 
Figure 1. Isopleths map of current NBR 6123 [1]. V0 values in m/s shown at tips of isocurves; numbers associated to dots identify 

the weather stations. 

Recent research on the topic includes Almeida [5], Beck and Correa [6] and Vallis [7], who proposed maps based 
on mathematical regression. More recently, Kriging regression/interpolation was also proposed [8]. Vallis [7] also 
presented a V0 map for Brazil in zone format. The author [7] developed algorithms to classify the events which cause 
strong winds in Brazil in synoptic and non-synoptic (definitions in Section 2). Vallis [7] concluded that non-synoptic 
winds dominate and define extreme winds in most parts of the Brazilian territory. Before that, other works pioneered 
identification and classification of winds in stationary synoptic and non-synoptic [9], [10]. 

The meteorological phenomena which produce extreme winds in Brazil have distinct characteristics in different 
parts of the country [11]–[14]. Recognizing this fact leads to the proposal of a climatological approach to the basic 
wind speed map, in opposition to purely mathematical regression. The purpose of this manuscript is to present and 
justify the proposal of a climatology-based basic wind speed map for NBR 6123. A climate zone map of Brazil is first 
proposed, focusing on the dominant atmospheric phenomena which typically cause strong winds. In the sequence, a 
literature review is conducted, addressing past literature proposing V0 maps for Brazil. Finally, the climatology-based 
basic wind speed map for NBR 6123 is proposed and justified. 

2 BRAZILIAN CLIMATOLOGY: SPATIAL DISTRIBUTION OF THE ATMOSPHERIC PHENOMENA 
RESPONSIBLE FOR STRONG WINDS 

2.1 Types of atmospheric phenomena and their scales 
Extreme winds in Brazil are generally caused by two types of meteorological phenomena which can also occur 

simultaneously: extratropical cyclones and local convective storms [12], [13], [15]. The winds originated in 
extratropical cyclones are better known and studied and serve as the basis for the design criteria and aerodynamic 
coefficients present in current wind codes worldwide. 
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Extratropical cyclones belong to the synoptic scale of atmospheric phenomena, with horizontal dimensions of the 
order of hundreds of kilometers and duration of up to a few days. From this scale of motion originates the term ‘synoptic 
wind’ employed in wind engineering. Other extreme winds are associated to local convective storms, which belong to 
a different atmospheric scale, called mesoscale (or convective scale, more specifically) [15]. Local convective storms 
have a horizontal scale of the order of 10 km and duration of the order of one hour. In the convective scale are the winds 
known as TS (thunderstorm), as well as the general ‘non-synoptic winds’ of wind engineering. Among the most intense 
TS winds are those associated to strong downward currents (or downbursts) and tornadoes. 

2.2 Characteristics of non-synoptic winds relevant to structural engineering 
The term ‘downburst’ was coined by Fujita [16], and is understood as a dense column of cold air associated with 

which is a convective-scale downward current (or downdraft) that eventually reaches the earth´s surface, giving rise to 
a ‘burst’ of highly divergent winds. In terms of horizontal scale, a downburst can be classified as a microburst when 
the radius of the divergent motion spreads no more than 4 km from the central downdraft, and as a macroburst when 
this radius exceeds the 4 km threshold [17], [18]. 

Figure 2 shows photos of the leading edge of a ‘supercell’ storm (i.e., a convective storm that exhibits rotation) over 
the city of Porto Alegre, RS, in the 29th of January, 2016 from which strong downdrafts and accompanying gusts (non-
synoptic winds) originated. The schematic illustration shows the short horizontal scale of the event. Due to their local 
character, many non-synoptic wind events are not adequately registered by operational surface weather stations, 
implying that the non-synoptic wind speeds, being poorly sampled, could be significantly stronger than those actually 
measured by the anemometers at weather stations. 

The characteristics of the horizontal flow originating from the convective downdrafts are complex, and their detailed 
discussion is out of the scope of this manuscript. However, some aspects relevant to structural engineering should be discussed. 

In terms of vertical structure, the mean velocity profiles of downbursts (as they spread laterally) are significantly different 
from those typically observed for winds originated from extratropical cyclones (atmospheric boundary layer profiles, or ABL), 
as illustrated in Figure 3 for profiles corresponding to V0 equal to 40 m/s. The mean velocity profile illustrated for the downburst 
was obtained from Vicroy’s model [20], considering maximum velocity at a height of 40 m, as in ref. [21]. In this case, the load 
effect on buildings with heights between 10 and 120 meters is more intense than for winds originated from extratropical cyclones, 
for the same value of V0. The opposite occurs for buildings higher than 150 m. However, the height at which the maximum 
downburst wind speed occurs can be higher than 40 m (even reaching 120 m), increasing considerably the height of buildings 
for which the downburst profile would be more favorable than the ABL profile. 

 
Figure 2. Schematic illustration of a convective-scale downward current (or downdraft), from which originates a type of intense 

non-synoptic winds, and photos of the leading edge of a microburst-producing supercell storm over  
the city of Porto Alegre, RS on 29th of January, 2016 [19]. 
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Figure 3. Mean wind profile corresponding to V0 equal to 40 m/s for atmospheric boundary layer winds (full line) and downburst-like 

winds (dashed line, with maximum at height of 40 m) during its horizontal divergence at low-levels, based on Vicroy model [20]. 

Importantly, non-synoptic winds can occur simultaneously to synoptic winds. Such occurrences are quite frequent, 
for example, during the progression of a cold front, due to frontally-induced local convective storms. This combination 
of meteorological events changes wind flow patterns, as illustrated in Figure 4, leading to the classification of 
downbursts in stationary and non-stationary. Following Li et al. [22], non-stationary downbursts occur more often. 

Figure 5 is a representation of horizontal flow patterns that arise from the combination of forcing mechanisms that belong to 
distinct scales of atmospheric motion (most notably, synoptic and sub-synoptic scales). The figure refers to the Northern 
Hemisphere and was elaborated by Fujita and Wakimoto [23] based on observed damage produced by the distinct wind types. 
Figure 5a) shows the flow associated with an anticyclone (synoptic winds) and also identifies the cold front zone. Figure 5b) 
provides a close-up view along a section of the cold front and illustrates the formation of the gust front associated with convective 
storms (TS) aligned with the cold front. Some of these storms can occasionally produce downburst winds. Figure 5c), which is 
a zoomed-in view of panel 5b), shows the flow patterns associated with a downburst. Finally, Figure 5d), on the 1 km scale, 
shows that inside a downburst there are more intense gust swaths, which lead to non-uniform wind patterns. 

 
Figure 4. Schematic vertical cross-sections displaying the time evolution of the atmospheric flow across a stationary downburst 

(left column), and a typical moving or non-stationary downburst (right column) (based on Fujita [17]). 
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Figure 5. Schematic charts for the Northern Hemisphere displaying close up views of horizontal flow patterns originating from the 

combination of synoptic and non-synoptic winds forced by atmospheric processes belonging to different scales of motion. From 
(a) to (d), panels depict flow patterns at ever shorter horizontal scales (based on [17]). 

Figure 6 illustrates, in a schematic way, the passage of a non-stationary downburst by a building [24]. It is evident 
that the building is subject to winds of different intensity and directions. This is one of the reasons why wind 
directionality cannot be used to reduce design wind speeds. 

 
Figure 6. Schematic illustration of the passage of a non-stationary downburst by a building (based on Chay et al. [24]). 

2.3 Climatology of non-synoptic winds 
Figure 7 shows results of a recent study [25] that indicates the estimated frequency (in terms of the mean number 

of hours per year) of atmospheric conditions in South America which favor the occurrence of convective storms in 
general (left panel) and severe convective storms in particular (right panel); warm colors indicate higher frequencies. 
In this context, severe convective storms are the ones that generate hailstones with diameter greater than 2 cm, or 
tornadoes, or non-tornadic wind gusts above 50 kt (slightly over 90 km/h), representing, thus, characteristics that are 
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particularly relevant to wind engineering. The conditions conducive to general convective storms are more frequent in 
the Amazon Basin, especially over northwestern Brazil (Figure 7a). In contrast, the atmospheric conditions that lead to 
severe storms are more frequent over the La Plata Basin including subtropical Brazil (Figure 7b). 

Even though the La Plata Basin is recognized as the South American hot spot for severe local storms, this does not 
exclude the potential for damaging TS winds in the Amazon River Basin. In fact, Figure 7b) does indicate that 
conditions for severe storms occur with reasonable frequency over far northwestern Brazil (see sector with yellow-
orange colors). Second, there is physical evidence of destructive wind gusts of convective nature in the Amazon Basin. 
A number of studies report the sudden appearance of irregularly-shaped clearings in the rainforest, which are not related 
to human activity. These clearings are associated with intense wind gusts originated by local convective storms. 

To illustrate that, Figure 8 highlights some key results from these studies, consisting of the identification of damage 
inflicted to the vegetation cover via high-resolution remote sensing using environmental satellite imagery [26]–[28]. 
Figure 8 shows that fall of large trees caused by natural factors are more frequent in the center-west and in the extreme 
east of the Amazon Basin. The fallen tree mapping in Figure 8 can be compared with the frequency map of convective 
storms over the Amazon Basin, Figure 4 of [28]. The color shading in Figure 4 of [28] indicates the frequency of 
convective storms based on the annual number of days with precipitation surpassing 20 mm (warm colors corresponding 
to greater frequency). A strong correlation can be identified between these independent sources of information, with a 
greater frequency of forest clearances occurring precisely where the convective activity is more frequent. 

Going back to south-central Brazil, several studies using different methodologies confirm the frequent occurrence 
of severe storms in this region, including those generating strong winds. One example is shown in Figure 9, which 
illustrates a map of occurrences of wind gusts of convective nature greater than or equal to 25 m/s in southern Brazil 
(as measured by the operational network of automated weather stations maintained by INMET – National Institute of 
Meteorology) between 2005 and 2015 [29]. Figure 9 shows a general tendency for strong convective gusts to be more 
frequent in the south-west sector of southern Brazil, which matches reasonably well with the climatological map 
produced by Taszarek et al. [25] for the same sector (Figure 7b). Great part of the local storms producing destructive 
gusts in southern Brazil, such as supercells and severe quasi-linear convective systems, originate in northeastern 
Argentina or in southern Paraguay, before advancing to the east towards the Brazilian territory. This essentially 
accounts for the geographical distribution shown in Figures 7b and 9. With respect to Figure 9, it is important to point 
out that the density of INMET´s network of surface automated weather stations was not originally conceived to 
adequately detect wind gusts on the convective scale (i.e., of short duration and small horizontal extension). This means 
that one can safely state that the map shown Figure 9 provides an underestimation of the actual number of convective 
events that produced wind gusts equal to or larger than 25 m/s in southern Brazil. 

 
Figure 7. Annual frequency, in terms of the mean number of hours per year (see color convention), of atmospheric conditions that 

are favorable to the occurrence of (a) convective storms in general, and (b) severe convective storms, in South America. The 
climatology refers to the 1979 to 2019 period and is based on the 5th Generation of the European Center for Medium-Range 

Weather Forecasting reanalysis (ERA5) dataset. (Adapted from Taszarek et al. [25]). 
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Figure 8. Distribution of large forest clearings due to natural causes in the Amazon region (adapted from [26]). 

 
Figure 9. Climatology of wind gusts generated by severe storms in southern Brazil, based on measurements from the national 

network of INMET automated surface weather stations between 2005 and 2015. Diameters of the black circles are proportional to 
the number of occurrences of convectively-induced wind gusts equal to or greater than 25 m/s; see convention in ref. [29]. 

2.4 Climatology of synoptic winds 
Apart from gusts produced by local convective events, synoptic scale winds can also occasionally reach destructive 

intensity in some regions of Brazil. Figure 10, taken from [30], shows the climatology of surface cyclogenesis over 
South America, in the period between 1979 and 2005. In the Brazilian context, cyclogenesis refers to formation of 
extratropical (and sometimes, subtropical) cyclones. These synoptic scale events, when formed over land or close to 
the shore, produce intense winds which typically last for at least a couple of hours, and which cover much wider areas 
when compared to local convective storms. 
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Among the three regions with frequent cyclogenesis in South America, two of them (RG1 and RG2 in Figure 10) affect 
coastal areas in southern Brazil. In South America, winds of destructive magnitude associated with synoptic-scale cyclones 
are observed in middle and subtropical latitudes; therefore, the northeast of Brazil is not shown in Figure 10. 

 
Figure 10. Mean annual density of surface cyclogenesis per km2 (see color convention) detected between 1979 and 2015 based on 

the ERA-Interim reanalysis and the Climate Forecast System reanalysis. The three regions with more frequent cyclogenesis 
frequency are indicated as ‘RG’ (based on [30]). 

2.5 Climate regions associated with strong winds in Brazil 
The brief climatological description presented above serves as support to characterize the Brazilian regions which 

share common atmospheric conditions, leading to meteorological phenomena capable of producing wind gusts of 
destructive potential. Based on the above, the map of climate regions illustrated in Figure 11 is proposed by the authors 
to guide wind engineers. This climatological map, to be used in addition to the measured wind data (to be described 
later), is the basis for the technical sketch of isopleths of the basic wind speed map proposed for NBR 6123. Details of 
the climatology map are discussed in the sequence. 

 
Figure 11. Geographical delineation of regions that share similar regimes of atmospheric phenomena that generate intense surface 

winds in Brazil. 
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The wind regions shown in Figure 11 are quite large and their delineation is not influenced by non-natural factors 
such as cities or administrative boundaries. This is in clear contrast with the exaggerated and artificial localized details 
of the current basic wind speed map [ref. [1], Figure 1], like the strong gradients (concentration of isopleths) over the 
cities of Brasília and Campinas. The large size of the climatology-based wind regions in Figure 11 is also evidence 
against some localized details of more recent maps, like the strong gradients over the west of Santa Catarina in [7], [8], 
and over other seemingly arbitrary small regions in [8]. Some regions, like the south of Brazil, can experience intense 
winds of synoptic-scale as well as from TS events 

3 BASIC WIND SPEED FOR BRAZIL: PREVIOUS WORK 
Pioneering work dedicated to identify and classify winds in synoptic and non-synoptic include Riera and Nanni [9], 

who studied annual maximum velocities registered at four towns in the state of Rio Grande do Sul. The authors have 
shown that, taken separately, winds originating in each type of storm can be better adjusted by a Gumbel or Type I 
extreme value distribution, than by a Type II or lognormal distribution. At the same time, a mixed series containing 
synoptic and non-synoptic winds does not adjust very well to Type I, but can be represented by a Type II (Frechet) 
distribution, as observed in the initial studies leading to the basic wind speed map of NBR 6123 [31]. 

More recent studies like Almeida [5], Beck and Correa [6], Vallis [7] and Pires et al. [8] employed the Gumbel 
distribution to adjust annual maximum velocities. Mixed wind series were considered in [5], [6] and [7]; classified and 
mixed wind series were considered in [7], [32]. In refs. [5]–[7], conventional mathematical regression was used to draw 
the V0 isopleths map. Pires et al. [8] used Kriging, which is a powerful regression and interpolation tool, but which puts 
too much weight on the measured wind speed data. 

The work of Vallis [7] is commended for the detailed analysis of the quality and homogeneity of the meteorological data  [32], 
and for the large size of the database (a total of 692 weather stations were considered, as shown in Figure 12). One of the relevant 
results of [7], [32] was the classification of meteorological events into synoptic and non-synoptic. The authors found that, for a 
mean return period of 50 years, non-synoptic winds originated in TS storms dominate over the largest part of the Brazilian 
territory. After developing algorithms and criteria to identify and remove spurious data, to classify winds into synoptic and non-
synoptic, and homogenize the wind speed time series, the author [7] performed the extreme value analysis for V0 at each weather 
station. The extreme value analysis was performed for separated synoptic and non-synoptic winds, as well as for the mixed series. 
Figures 13 and 14 show examples of the Gumbel distribution fit for the mixed wind series in the cities of Florianópolis and 
Belém, respectively. In these figures, the vertical axis corresponds to wind velocities, and the horizontal axis is a transformed 
variable dependent on the return period T. For the 50-year return period (T=50), this variable equals 3.9 in the horizontal axis. 
The diamond markers indicate individual extreme events recorded; the continuous purple line shows the linear model 
corresponding to a Gumbel distribution fit to the mixed series; and the black line is an envelope of the distribution for the classified 
synoptic (blue line) and non- synoptic (red line) annual maximum winds. The data collected by Vallis [7], as well as the 
distribution fit for every weather station, can be checked at www.windytips.com. 

 
Figure 12. Network of meteorological weather stations with wind speed data processed by Vallis [7]. 
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Figure 13. Distribution fit and data for maximum annual wind speeds at station A86 in Florianópolis, SC [7]. 

 
Figure 14. Distribution fit and data for maximum annual wind speeds at station SBBE in Belém, PA [7]. 

Figure 15 shows one of the proposals presented in [7] as basic wind speed map for NBR 6123, where the format of 
zones with the same basic wind speed is considered. However, the definition of these zones did not take into account 
the climatological aspects. Figure 16 shows the V0 map proposed by Vallis [7], which was generated by mathematical 
regression from local mean V0 values determined at so-called dominant weather stations. Selection of these stations 
was done by a process of filtering, starting from a grid of nodes spaced roughly 50×50 km. The selection process begins 
with the eight stations closer to the node to be considered, by evaluation of the weighted mean of V0 at these stations, 
with sample weight being the time-length of each time series. From the eight stations around each node, those with V0 
value lower than the local mean minus 3 m/s were removed. 

In section 8.3 of his PhD thesis, Vallis [7] points some risks and shortcomings to be considered before adoption of 
the proposed the map in NBR 6123. The main points stated by the author are: 
a) the elaborated map does not consider potential occurrence of tropical cyclones, like hurricane Catarina, which hit the 

coast of Santa Catarina in 2004, but which was not registered by the weather stations used by the author [7], [32], [33]; 
b) some weather stations produced V0 values significantly larger than those of the proposed map (Figure 16); for 

instance, the stations with long time-series records SBBE in Belém (17 years of record) and SBEG in Manaus (19 
years of record), with differences of 25 and 20%, respectively. 

c) issues like the large differences between V0 values of the current basic wind speed map [ref. [1], Figure 1] and the map 
elaborated by Vallis [ref. [7], Figure 16]; for instance, in the cities of Campinas, SP (reduction from 45 to 38 m/s) and 
the central region of Mato Grosso (increase from 30 to 38 m/s) which can also induce changes in the proposition. 
In terms of data processing, the following limitations of the work of Vallis [7] can be identified: 
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i. small length of the wind speed time series in several stations, which does not warrant reliability of the 50-year mean 
return wind speeds (V0); 

ii. limitation of parameters to identify and separate synoptic and non-synoptic winds; 
iii. several problems found in the database used and corrections implemented; 
iv. the Gumbel distribution used does not adjust itself very well to the data for several stations; for instance, that 

illustrated in Figure 13, as pointed out by Riera [31] and Riera and Nanni [9]. Typically, these stations are located 
at zones subject to mixed origin and/or combined (synoptic and non-synoptic) winds. 

 
Figure 15. Zone map for non-synoptic winds proposed by Vallis [7]. 

 
Figure 16. Basic wind speed map proposed by Vallis [7]. 
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Despite the limitations mentioned above, the work of Vallis [7] is an important advancement of knowledge, within the 
research lines developed at Universidade Federal do Rio Grande do Sul (UFRGS) in partnership with Universidade Federal de 
Santa Maria (UFSM) and Instituto de Aeronáutica e Espaço / Departamento de Ciência e Tecnologia Espacial (IAE/DCTA). 

4 PROPOSITION OF A CLIMATOLOGY-BASED BASIC WIND SPEED MAP FOR BRAZIL 

4.1 Premises 
From the observation that non-synoptic meteorological events determine extreme wind speeds in the majority of the Brazilian 

territory, and considering that design criteria and aerodynamic coefficients given in current wind codes were developed 
considering synoptic winds, a question arises about the possibility of establishing separate design procedures and maps for 
synoptic and non-synoptic winds. The specialized literature [34], [35], however, points to the impossibility of such division at 
present time, due to the lack of analytical models of universal acceptance which correctly represent the flow characteristics of 
non-synoptic events, and of their interactions with constructions. Moreover, as pointed out above, in the same meteorological 
event the mutual occurrence of synoptic and non-synoptic winds is possible, increasing the difficulty for separate consideration 
of these wind types. Another issue to be considered is the necessity to significantly increase the reliability of the wind speed data 
collected in the country before separate basic wind speed maps can be produced. The short length of wind time series at most 
weather stations [7], [32] also precludes, or reduces the reliability, of projecting the 140-year mean return wind, or the wind with 
30% probability of occurrence in 50 years, as advocated by NBR 8681 [36]. 

Considering the above, the current proposition of a basic wind speed map for NBR 6123 is a 50-year return wind, 
without separation of meteorological events. We point out, however, that work is currently in progress, with the targets 
of separating these wind regimes in the future and adopting longer return periods. In this setting, the current proposition 
of a V0 map for NBR 6123 is called ‘transition code’. 

The basic wind speed map proposed herein, to be adopted in the ‘transition code’, was build considering the climatic 
regions shown in Figure 11, and the V0 values obtained and processed by Vallis [7]. Special attention was given to the 
possible occurrence of tropical cyclones in the coastal region of south Brazil, as hurricane Catarina registered in 
27/03/2004 [37]. The proposed map uses the format of isopleths (a line on a map connecting points having equal 
incidence of a specified meteorological feature; in the present case, wind speeds). 

In this work, subsets of weather stations and corresponding V0 data were selected, among those processed by Vallis [7], 
to support drawing of the basic wind speed isopleths. These subsets are representative of the extreme winds to be expected at 
each climatological region (Figure 11). The selection of weather stations privileged those with higher V0 values, and this is 
plainly justified by the localized characteristic of TS storms (see Figure 2), which leads to significant subsampling by the 
network of meteorological stations, as addressed in Section 2. In brief, non-synoptic winds may be captured by one station 
but not registered at a neighboring station, situated at a distance larger than the spatial scale of the phenomenon. Other events 
may not be registered at all. From this understanding, it can be concluded that Vallis’s [7] procedure of taking the average of 
the V0 values among neighboring stations, to obtain a representative value for one location, introduces a flagrant contradiction 
with the nature of the physical phenomena, particularly its reduced dimensions, with respect to the density of weather stations. 

To compose the database of V0 values to support drawing of the map, we selected weather stations which V0 values 
are larger than a minimum for each climatologic region. These values, shown in Table 1, were defined by considering 
the current basic wind speed map (Figure 1). 

Table 1. Range of V0 values used in selecting weather stations to compose the database for the proposed map. 

Geographical Region* Climate region (colors refer to Figure 11) Basic velocity V0   
Norte (Amazônia) Amazonian Convective Systems V0 > 30m/s 

Sul Mesoscale Convective Systems / supercells (thick purple 
line), extra- tropical cyclones VS V0 > 40m/s 

Centro-Oeste and Sudeste Mesoscale convective systems (thin purple line) in MS and SP V0 > 36m/s 
Centro-Oeste Convective systems of central Brazil V0 > 33m/s 

Sudeste (coast) Extratropical / subtropical cyclones VS V0 > 34m/s 

Nordeste Trade winds / land and sea breeze systems / easterly 
disturbances V0 > 30m/s 

Nordeste Semi-arid V0 > 33m/s 
*Own names kept in Portuguese. 
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This procedure is also backed by the fact that V0 values published by Vallis [7] were obtained from data selected 
using rigorous criteria with respect to the parameters of the homogenization phase. Hence, the data selected to support 
our map cannot be questioned for the single fact of being higher than the remaining ones. Moreover, due to the rigorous 
data processing, it is possible that non spurious values originated from real events have been excluded. 

Figure 17 shows a panorama of the database used to support drawing of the map proposed herein. The V0   values 
shown in the map refer to each weather station following Vallis [7]. 

 
Figure 17. Overview of selected weather stations and corresponding V0 values (m/s) processed by Vallis [7]. 

4.2 Drawing of isopleths and final map 
Having selected V0 values to support drawing of the map, and looking at the climatic regions of Figure 11, we 

proceeded to draw the isopleths. The regions with well-defined atmospheric characteristics were considered first, 
leaving boundary regions with mixed climate for the last steps. We started by the Amazon region, following with the 
south and the northeast coast, concluding with the center and south-east. In general, the V0 value for each curve was 
chosen based on more frequent (modal) values. For certain regions, in addition to the local climatology and V0 values, 
other criteria were applied, such as physical evidence of destructive wind action, the possibility of occurrence of tropical 
cyclones and the imprecise fitting of the Gumbel distribution applied to the data. These will be explained for each 
region, as follows. 
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The analysis of few V0 data in the Amazon region revealed an interesting correlation with the results shown in 
Figure 8. The cities of Coari (AM) and Belém (PA), highlighted by red circles in Figure 17, are found inside the contours 
shown in Figure 4 of [28] associated to higher frequency of intense storms and distribution of large areas of forest 
devastated by wind action (Figure 8). The V0 values are 37.2 m/s and 36.7 m/s for the cities of Coari and Belém, 
respectively. The mentioned areas were associated to an isopleth of 36 m/s, whereas in the region between these, an 
isopleth of 33 m/s was drawn, as shown in Figure 18. Towards east, closing of the 33 and 36 m/s lines follows the 
boundaries of the Amazon climatic region, as shown in Figure 11. 

 
Figure 18. Amazon climate region and proposed isopleths, V0 in m/s. 

Figure 19a shows a detail of the south region of the map in Figure 11, where one observes the region of occurrence 
of severe TS storms, as described in Section 3. In this region, several stations show V0 values in the range between 47 
and 49 m/s, with the station of Chapecó (SC) showing V0 =50.8 m/s. Hence, the V0 value of 48 m/s was chosen for this 
region (Figure 19b). Progressing towards north and east, the V0 values are reduced, and the isopleths of 45 and 42 m/s 
were drawn. This last line meets the coast near the boundaries between the states of São Paulo and Paraná, such that 
the coast of the states of Santa Catarina and Paraná have values between 42 and 45 m/s, also having in mind the known 
occurrence of tropical cyclones in this region, for which no measurements are available. Moreover, as a region subject 
to the simultaneous occurrence of synoptic and non-synoptic winds, the imprecise fit of the Gumbel distribution and 
the statistical treatment were also considered (see Section 3). 

The northeast region presents the climate regions shown in detail in Figure 20a). In the coastal areas, almost all 
weather stations registered data leading to V0 values lower than 30 m/s, such that the isoline of V0 =30 m/s was drawn, 
following the boundary of the climate zone (see Figure 20b). In the semi-arid climate region, the V0 values are higher, 
reaching 35 m/s, whereas at the Ouricuri station (PE) the value is 40.6 m/s. 

The ‘Centro-Oeste’ climate region is characterized as shown in Figure 21a), and ‘Sudeste’ region shows large areas 
of transition between well characterized climate zones. As the last climate regions to be treated, a compatibility between 
previously drawn isopleths is sought. An extensive area including the states of MS and SP, and the south of the states 
of MT, GO and MG shows V0 values between 38 and 42 m/s. In this region we inserted a 40 m/s isopleth following the 
thin purple line in Figure 21a) towards the west, and the curvature of this line towards the state of MG. More to the 
north, the isoline associated to 38 m/s and the adjacent 36 m/s line approach the northeast boundary of the region 
characterized as ‘Central Brazil Convective systems’ (Figure 11) and follow towards the coast of ‘Sudeste’ region. The 
three central lines associated to 36 m/s form a closed area with constant V0. 

With the methodology just described, the complete map shown in Figure 22 was obtained, and has been proposed 
for adoption in the next edition of NBR 6123. In the hatched areas interpolation is not permitted. 
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Figure 19. South region: a) climatic regions; b) proposed isopleths (V0 in m/s). 

 
Figure 20. Northeast region: a) climatic regions; b) proposed isopleths (V0 in m/s). 

 
Figure 21. Center and southeast region: a) climatic regions; b) proposed isopleths (V0 in m/s). 
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Figure 22. Final basic wind speed map proposed for NBR 6123 (isopleths with V0 in m/s). 

5 CONCLUDING REMARKS 
In this manuscript a new basic wind speed (V0) map, proposed for adoption in NBR 6123, is presented and justified. 

The novel approach to this map is the definition of characteristic climate zones producing strong winds in Brazil. These 
climate zones were used as a guide for the manual technical drawing of the wind speed isopleths. The V0 values 
characterizing each climate zone and giving support to the isopleths were obtained from data categorized and processed 
by Vallis [7]. Unfortunately, due to limitations in the length of wind speed time series available in Brazil, the adoption 
of a return period longer than 50 years was not found possible at this time. 

The proposed map, shown in Figure 22, has basic wind speeds ranging between 30 and 48 m/s. The climatological 
approach took into consideration the physical characteristics of the phenomena leading to strong winds in Brazil. This 
is in contrast with, and a significant improvement in comparison to, the pure mathematical regression approaches used 
in other maps. We expect that the adoption of the proposed map will increase the reliability of structural design in 
Brazil, with a proper balance between constructions and expected failure costs. 
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Abstract: Changes in the stress state of a solid medium cause small variations in wave propagation velocities. 
Cross-correlation (CC) is a tool used for similarity evaluations between two data series. This paper addresses 
the use of the CC function for the feature extraction of ultrasonic test data that evaluated the stress state in a 
concrete specimen subjected to compressive loads. The CC function was applied to waveforms, and an 
analysis of influential parameters (e.g., CC-Domain, time window, and center-time) assessed the differences 
between the various stress levels. The results showed the variations in ∆V/V0 vs. stress diagrams were lower 
in the elastic regime, whereas the analyzed parameters highly influenced the results. S-waves were more 
suitable for analyses of stress variation, since they were little influenced by time window and center-time. 

Keywords: non-destructive tests; ultrasound; acoustoelasticity; direct waves; anisotropy. 

Resumo: Mudanças no estado de tensões de um meio sólido causam pequenas variações nas velocidades de 
propagação de ondas mecânicas. A Correlação Cruzada (CC) é uma ferramenta utilizada para avaliação de 
similaridade entre dois conjuntos de dados. Este artigo aborda o uso da função CC para extração de 
características em dados de ensaios ultrassônicos que avaliam o estado de tensões em um corpo de prova de 
concreto submetido a carregamentos de compressão. A função CC foi aplicada aos sinais, e uma análise dos 
parâmetros relevantes (e.g., Domínio-CC, janela de tempo e tempo central) avaliou as diferenças entre os 
vários níveis de tensão. Os resultados mostraram que as variações nos diagramas ∆V/V0 vs. tensão foram 
menores no regime elástico, enquanto os parâmetros analisados tiveram grande influência sobre o resultado. 
Ondas secundárias foram mais adequadas para análises de variação de tensão por serem menos influenciadas 
por tamanho da janela e tempo central. 

Palavras-chave: ensaios não destrutivos; ultrassom; acustoelasticidade; ondas diretas; anisotropia. 

How to cite: R. M. L. Gondim, K. F. Bompan, and V. G. Haach, “Cross-correlation for feature extraction applied to ultrasonic test for stress 
evaluation in concrete,” Rev. IBRACON Estrut. Mater., vol. 16, no. 4, e16402, 2023, https://doi.org/10.1590/S1983-41952023000400002. 

1 INTRODUCTION 
The emission of mechanical waves of above 20 kHz frequencies in a structural element is a nondestructive test, 

called ultrasonic pulse velocity (UPV) [1], usually applied for investigations of damages and material homogeneity and 
obtaining of mechanical properties [2]-[7]. Hughes and Kelly [8] demonstrated the stress state in a solid medium 
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influences the propagation velocity of mechanical waves. The phenomenon, called acoustoelastic effect, has been 
explored for evaluations of the stress state in several materials [9]-[11]. Lillamand et al. [12] verified this effect in 
concrete, analyzing the influence of stress level on the velocity of compression and transversal waves propagated in 
cylindric samples subjected to different compression loads. Authors concluded that longitudinal and transversal waves 
polarized along the direction of loading are more sensitive to the acoustoelastic effect, but the scattering caused by the 
material hindered ultrasonic velocity measurements [12]. Shokouhi et al. [13] evaluated the combination of damage 
and acoustoleastic effects in concrete prisms through compression tests with specimens and emission of ultrasonic 
waves during loading and unloading procedures and detected lower wave velocities in the unloading phase for a same 
stress level resulting from the mechanical damage caused to the concrete during loading. Bompan and Haach [14] 
performed ultrasonic tests in concrete prisms subjected to uniaxial compression and observed pre-loadings changed the 
acoustoelastic behavior due to the Kaiser effect related to the crack generated in concrete elements by the loading. 

The propagation velocity of mechanical waves in a solid medium is not influenced by the stress state only in the 
elastic regime of the material behavior. Several researchers have extended the concepts of acoustoelasticity theory for 
evaluations of solids with plastic deformation and have called this interaction acoustoplasticity [15]-[17]. 
Belchenko et al. [18] studied the applicability of the acoustoelasticity method for the estimation of the strain-stress state 
of dilute aluminum manganese alloy specimens under cyclic loading in the presence of elastic and plastic strains and 
observed a dependence of stress state on the velocity measurements from the early stages of loading until the fracture 
of the sample. Mohammadi and Fesharaki [19] investigated the ability of the ultrasonic test to measure stress in both 
elastic and plastic limits in metal specimens using critically refracted longitudinal (LCR) waves and introducing 
acoustoplastic constants. LCR are bulk longitudinal waves that propagate parallel to the surface of the specimen. 

Changes in the stress state of a solid lead to very small variations in the values of the propagated velocities, which 
requires an accurate feature extraction methodology. The simplest strategy involves an evaluation of the time-of-flight 
(TOF) of ultrasonic waves in unperturbed and perturbed media and calculation of the relative velocity variation with 
the use of path length. However, it may lead to some imprecise results due to difficulties in the definition of the exact 
time of arrival of compression and transversal waves. 

Cross-correlation is a powerful tool widely used in several research areas (e.g., engineering, economics, statistics, 
medicine, etc.) for comparisons between two series. The cross-correlation function provides a measure of similarity 
between two signals (perturbed and unperturbed) through the translation of the first signal in the time axis. The coda 
wave interferometry (CWI), commonly used for evaluations of the acoustoelastic effect, is an example of the application 
of the CC function. CWI is based on a cross-correlation of two wave signals emitted in unperturbed (no stress) and 
perturbed (a stress state) media in the tail of the waveform [20]-[24]. Coda waves correspond to scattered waves of late 
arrival and longer travel-times [20]. According to Planès and Larose [25], the main advantage of the use of these waves 
is their very high sensitivity to weak perturbations in a medium. Two variations of the method, called doublet and 
stretching methods, are based on measurements of the time shift and stretching of the time axis of the perturbed signal, 
respectively [25], [26]. 

According to the doublet method, a 2T time window is moved in the time axis by a time shift ts around a center-
time tc of the perturbed signal. The cross-correlation function (CC) is calculated for each ts. The value of time shift that 
maximizes CC, tsMaxCC, corresponds to the time delay between unperturbed and perturbed signals. This procedure can 
be adopted for different values of tc, therefore, the method evaluates the time shifts in consecutive time windows at 
different tc. The normalized cross correlation function is applied according to Equation 1, where uunp and uper are 
unperturbed and perturbed signals, respectively [25], [27], [28], and its value ranges from -1 to 1, periodically, if the 
time shift is the only difference of the series. 

𝐶𝐶𝐶𝐶(𝑡𝑡𝑠𝑠) =
∫ 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢(𝑡𝑡)𝑡𝑡𝑐𝑐+𝑇𝑇
𝑡𝑡𝑐𝑐−𝑇𝑇

𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝𝑡𝑡(𝑡𝑡−𝑡𝑡𝑠𝑠)𝑑𝑑𝑡𝑡

�∫ 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢2 (𝑡𝑡)𝑡𝑡𝑐𝑐+𝑇𝑇
𝑡𝑡𝑐𝑐−𝑇𝑇

𝑑𝑑𝑡𝑡 ∫ 𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝𝑡𝑡
2 (𝑡𝑡)𝑑𝑑𝑡𝑡𝑡𝑡𝑐𝑐+𝑇𝑇

𝑡𝑡𝑐𝑐−𝑇𝑇

  (1) 

Grêt et al. [28] reported the relative velocity variation (∆V/V0) can be obtained by Equation 2, where V0 is the wave 
velocity in the unperturbed medium. 

0

sMaxCC

c

tV
V t
∆

= −  (2) 
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On the other hand, in the stretching method, the perturbed signal, upert, is stretched or compressed from upert (t) to 
upert [t(1+ τ)] according to a factor τ for simulating the velocity variation from V to V(1+ τ). The similarity between 
unperturbed and perturbed signals, uunp and upert, respectively, is evaluated by normalized cross correlation function CC 
(τ) within a 2T time window, as showed in Equation 3. The value of τ that maximizes CC (τMaxCC) is the relative velocity 
variation, ΔV/V0, corresponding to the analysis conducted with the window central time, tc. 

𝐶𝐶𝐶𝐶(𝜏𝜏) =
∫ 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢(𝑡𝑡)𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝𝑡𝑡(𝑡𝑡(1+𝜏𝜏))𝑑𝑑𝑡𝑡𝑡𝑡𝑐𝑐+𝑇𝑇
𝑡𝑡𝑐𝑐−𝑇𝑇

�∫ 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢2 (𝑡𝑡)𝑑𝑑𝑡𝑡𝑡𝑡𝑐𝑐+𝑇𝑇
𝑡𝑡𝑐𝑐−𝑇𝑇 ∫ 𝑢𝑢𝑢𝑢𝑝𝑝𝑝𝑝𝑡𝑡

2 (𝑡𝑡)𝑑𝑑𝑡𝑡𝑡𝑡𝑐𝑐+𝑇𝑇
𝑡𝑡𝑐𝑐−𝑇𝑇

  (3) 

Hadziioannou et al. [29] compared the use of doublet and stretching methods to verify small velocity changes in a 
medium with an agar-agar gel solution. The authors observed that, although demanding more computational costs, the 
stretching technique was more stable with respect to noise in the data. Authors also showed that cross-correlation 
techniques are valid to determine velocity variation even with low signal-to-noise ratios if there is a stable source signal. 

Cross-correlation methods applied to time series are dependent on some variables, e.g., time window length, center-
time of the window, and range of time shift. Payan et al. [30] employed the CWI doublet method and acoustoelasticity to 
obtain the coefficients defined by Murnaghan [31] in concrete samples. They applied a loading so as not to exceed 30% 
of the ultimate strength and remain in the elastic regime. The CWI analysis was performed with a center-time variation, 
and the results indicated a constant relative velocity variation for compressional waves. Niederleithinger et al. [32] 
compared relative velocity variation vs. stress obtained by TOF and CWI procedures and concluded CWI displays greater 
sensitivity to stress and damage in concrete cubes. However, they highlighted CWI and TOF results are not immediately 
comparable, since TOF is related to direct waves, whereas CWI evaluates a weighted average of different wave type 
velocities. As the authors used CWI, the cross-correlation procedure was only applied to waves of late arrival. 

Although CWI is largely used in research on acoustoelastic and damage effects through ultrasonic tests, the literature lacks 
information on the application of cross-correlation methods for feature extraction in earlier parts of the signal, close to the arrival 
of longitudinal and transversal waves. Additionally, determination of parameters used for cross-correlation outside the elastic 
regime requires further investigation. Therefore, this paper discusses the parameters of cross correlation for feature extraction 
applied to longitudinal and transversal waves from ultrasonic tests to evaluate the stress state in concrete. 

2 METHODOLOGY AND EXPERIMENTAL PROGRAM 
This section describes the proposed methodology for the assessment of cross-correlation as a method for feature 

extraction applied to ultrasonic tests for stress evaluation in concrete. The main steps of this work are shown in Figure 
1. Description of material properties and test specimens are found in Section 2.1 and Section 2.2, respectively. After 
characterization tests, ultrasonic tests were conducted in a prismatic specimen to evaluate the influence of stress level 
on the ultrasonic pulse velocity (UPV), as described in Section 2.3. The cross-correlation procedure was applied to the 
recorded ultrasonic waveforms and an analysis of the influential parameters assessed the differences between the 
applications of low and high stresses, as detailed in Section 2.4. 

 
Figure 1. Methodology flowchart 

2.1 Material properties 
The materials applied to this research were chosen aiming to obtain a conventional concrete. The concrete mix used 

was composed of Type III Portland cement of high early strength, as specified by ASTM [33], sand of 2.36 mm 
maximum size and 2.00 fineness modulus, and gravel of 19 mm maximum size and 6.73 fineness modulus. Both 
maximum size and fineness modulus of the aggregates were in accordance with ABNT [34], and the proportions of 
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materials in mass for the production of the concrete were 1:1.30:2.20 (cement:sand:gravel). The water/cement ratio was 
0.43 and the material had a 150 mm slump. The concrete composition reached a 30.62 MPa average compressive 
strength at 28 days, with a 13.45% coefficient of variation. 

2.2 Test specimens 
Four 150 mm x 150 mm x 500 mm prismatic specimens were molded and kept in laboratory for 24 h after casting. 

The molds were then removed, and the specimens were kept in a moist chamber for curing. At day 28, three prisms 
were tested under compression towards the definition of the average compressive strength (fcm) of the samples. 
Ultrasonic tests were performed with the remaining sample at ages higher than 28 days. 

2.3 Ultrasonic tests 
Two 250 kHz transducers of 2.00 μs pulse width arranged in a through-transmission setting were used in the ultrasonic tests, 

and longitudinal and transversal waves were propagated to the tested specimens. A couplant paste specific for the transmission 
of normal incidence transversal waves was used in the sample-transducer interface. Pundit Lab+ and Pundit Link by Proceq® 
were, respectively, the ultrasound equipment and the software that obtained the ultrasound signals. The experimental values were 
recorded every 0.5 µs since the acquisition frequency of the equipment was 2 MHz. The UPV variation was analyzed in two 
directions, i.e., parallel and perpendicular to the loading direction, called axes 1 and 2, respectively (Figure 2a). The total 
recording times used in the ultrasonic tests were 360 µs (direction 1) and 120 µs (direction 2). 

The ultrasonic tests were performed in a sample subjected to uniaxial compression (see Figure 2a for the 
experimental setup). A steel frame fixed to a reaction slab and equipped with a hydraulic jack applied the load. Two U-
shaped steel plates were positioned above and under the sample (Figure 2b) for safely placing the transducers in an area 
not subjected to loading for the avoidance of damage to the equipment. Polystyrene pieces (Figure 2c) kept the 
transducers in contact with the prism surface when the waves were emitted in the direction of the loading, and in place 
by a rubber strip when the waves were emitted transversally to the loading direction. The transducers were positioned 
in the center of the corresponding surface of the sample, as shown in Figure 2c and Figure 2d. 

 
Figure 2. Test setup (dimensions in centimeters) 
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The longitudinal waves were called LWij, and the transversal waves were denoted by TWij, where i represents the 
axis of propagation of the wave and j is the polarization direction. 

Twelve loading cycles were applied to the specimen. A maximum stress (σMax,UPV) was applied in each cycle, 
corresponding to approximately 60% of the compressive strength (fcm) equivalent to a force of 440 kN. Bompan and 
Haach [14] demonstrated UPV variation due to the acoustoelastic effect shows high variability over the first loading 
cycles. However, there is a trend to a stable behavior as more loading cycles are applied. Towards avoiding this initial 
variation, the first ten cycles consisted only of pre-loading prior to the ultrasonic tests - no UPV measurements were 
recorded. The ultrasound test was performed in the unloading phases of the 11th and 12th cycles and the measurements 
were taken for every 20 kN decrement (22 decrements). According to Shokouhi et al. [13], new cracks are opened only 
when the applied load exceeds the maximum load of the previous step. Although some cracks propagate due to creep 
even if the applied load has not exceeded the maximum history load, the influence of new damage will be reduced in 
the results of the UPV tests performed during unloading. LW11 and TW12 were emitted in the 11th unloading phase, and 
LW22 and TW21 were analyzed in the 12th unloading cycle. The ultrasound signal for each load value was established 
by the average of ten pulses. The experimental program flowchart is shown on Figure 3. 

 
Figure 3. Experimental program flowchart 

2.4 Procedures of feature extraction 
Figure 4 shows the waveforms used as references in the UPV analyses. Longitudinal waves were the first to arrive, 

followed by transversal ones, indicated by an increase in the amplitudes. Arrival of these waves are indicated by grey 
circles in Figure 4. Cross-correlation was performed according to Equation 1 and the relative velocity variation was 
obtained by Equation 2. 

 
Figure 4. Reference waveforms obtained in UPV experiments: (a) direction 1 and (b) direction 2 
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The cross-correlation function was applied to parts of the waveform. These parts, named as time windows, are 
identified by a center-time, tc, representing the middle time of the extracted time window; and by a window length, 2T, 
that represents the size of the window defined between the points [tc - T, tc + T], see Figure 5. In addition, the cross-
correlation function was applied to a range of time-shift values (ts) defining the CC-domain. 

 
Figure 5. Typical time window variables in the feature extraction procedure. 

Finally, the feature extraction analysis was performed following the sequence: 
a) Construction of ∆V/V0 vs. σ curves using direct waves, 
b) Evaluation of the CC-Domain variation in the generation of the ∆V/V0 vs. σ curves, 
c) Evaluation of the tc variation in the generation of the ∆V/V0 vs. σ curves, 
d) Evaluation of the 2T variation in the generation of the ∆V/V0 vs. σ curves, 

The range of values of tc and 2T used in the analyzes could not be standardized for all ultrasonic waves because 
they were chosen according to the respective waveform. 

3 EXPERIMENTAL RESULTS 
The experimental results show the evaluation of the relative velocity variation as a function of compressive stress 

for the studied prism. In case of prism with no stress, velocity values LW11, LW22, TW12, and TW21 were 4332 m/s, 
4733 m/s, 2624 m/s, and 2736 m/s, respectively. All diagrams in Figure 6 show the effect of stress level on the relative 
velocity variation. According to Mehta and Monteiro [35], below approximately 30% of the compressive strength, the 
interfacial transition zone cracks remain stable; therefore, the stress vs. strain curve remains linear. This limit is 
commonly admitted for the elastic behavior of concrete - here, the value was 10.20 MPa. The dependence of UPV on 
the stress level may also be observed for stress levels over the elastic limit. 

 
Figure 6. Relative velocity variation vs. stress (2T = 10 µs, CC-domain [-4 µs, 4 µs]) 
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The diagrams in Figure 6 were obtained from specific center-times, window length, and CC-domain. Figure 7 
displays the relative velocity variation vs. stress for longitudinal waves LW11 with the same values of center-time and 
window length displayed in Figure 6, equal to 120.4 µs and 10 µs, respectively, but with different CC-domain. The 
change in the CC-domain in the analysis generated an abrupt increase in the relative velocity variation. 

 
Figure 7. Relative velocity variation vs. stress for LW11 (tc = 120.4 µs; 2T = 10 µs; CC-domain [-10 µs, 10 µs]) 

This sudden increase in ∆V/V0 values occurs because the cross-correlation function has several local maximums in 
domain [-10 µs, 10 µs], see Figure 8. For low stress levels, the argument of the global maximum in domain [-10 µs, 10 
µs] is approximately 1 µs, which gradually increases with the stress level increase. However, once the stress reaches 
13.3 MPa (≈ 43% of compressive strength), the argument of the global maximum value of CC in this domain abruptly 
changes to a value around 7 µs, causing the curve discontinuity showed in Figure 7. A smaller domain for the CC 
function provided the diagram in Figure 6, suggesting the analysis of the variation in UPV with stress level should 
evaluate the behavior of the same local maximum peak of the CC function as it changes with the stress increase. 

 
Figure 8. Cross-correlation function for LW11 (tc = 120.4 µs; 2T = 10 µs) 

Figure 9 displays the maximum value of the cross-correlation function and relative velocity variation for 
longitudinal and transversal waves, LW11 and TW12, respectively, considering different center-times tc. Both waves 
were influenced by the center-time in the evaluated ranges; however, longitudinal waves showed the highest variations. 
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Figure 9. Maximum value of the Cross-correlation function and relative velocity variation vs. center-time (2T = 10 µs; CC-domain 

[-1 µs, 4 µs]): (a) LW11 and (b) TW12 

The mean values of the relative velocity variation for LW11 in the 110 µs and 140 µs range were 0.49% with 
a 30.97% coefficient of variation for 6.2 MPa stress, and 1.4% with a 50.82% coefficient of variation for 15.1 
MPa stress. TW12 were less influenced by the center-time variation. The mean value of the relative velocity 
variation in the 190 µs and 260 µs range for 6.2 MPa stress was 0.53% with 20.59% coefficient of variation. 
Differently from longitudinal waves, TW12 showed small variations with the center-time even for high stress. 
The relative velocity variation was 0.89% with a 14.82% coefficient of variation for 15.1 MPa stress. A decrease 
in the maximum value of the cross-correlation function was observed as the compressive stress was applied. 
CC function is a measure of similarity between time series, and a decrease in its value denotes changes in 
waveforms with the stress application. Such changes are caused by the internal micro-cracking of the material, 
which produces a scatter of the ultrasonic waves. 

Figure 10 shows the relative velocity variation vs. stress for longitudinal and transversal waves, LW11 and TW12, 
respectively, considering different center-times tc. The center-time influence on the curves was smaller in the elastic 
behavior range; after this limit, the difference between the lowest and the highest ∆V/V0 for the same stress gradually 
increased, reaching very high values for LW11. 

 
Figure 10. Relative velocity variation vs. stress (2T = 10 µs; CC-domain [-1 µs, 4 µs]): (a) LW11 and (b) TW12 

In case of longitudinal waves LW11, the relative velocity variation was not calculated for center-times higher than 
140 µs because the same local maximum of the CC function was not observed in all stress levels, see Figure 11. The 
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CC local maximum clearly identified for low stresses could not be located for stresses higher than 8.0 MPa. Besides, 
the cross-correlation function values were very low in domain [-1 µs, 4 µs], indicating a weak similarity between the 
waveforms in this center-time range. 

 

Figure 11. Cross-correlation function for LW11 (tc = 154.4 µs, 2T = 10 µs) 

Regarding transversal waves, TW12, the relative velocity variation dependence on the stress continued to be verified 
for very high center-times such as 350.4 µs, and the analysis characterized Coda Wave Interferometry. However, the 
relative velocity variation values in such center-times were very different from those in center-times around 194.9 µs 
(see Figure 12). 

 

Figure 12. Relative velocity variation vs. stress for TW12 (2T = 10 µs; CC-domain [-1 µs, 10 µs]) 

The center-time similarly influenced the results for ultrasonic waves propagated in direction 2 of the prism (Figure 
13). However, a high variation in the ∆V/V0 vs. stress curve was observed for different center-times even in the elastic 
region for longitudinal waves LW22 (Figure 14a). On the other hand, transversal waves TW21 (Figure 14b) showed very 
small variations with 55.9 µs to 75.9 µs center-times. 
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Figure 13. Maximum value of the Cross-correlation function and relative velocity variation vs. center-time for waves in the 

direction 2 (2T = 10 µs; CC-domain [-1 µs, 2 µs]) 

 
Figure 14. Relative velocity variation vs. stress (2T = 10 µs; CC-domain [-1 µs, 2 µs]): (a) LW22 and (b) TW21 

Time window (2T) also influenced the results obtained from the cross-correlation function. Figures 15, 16 and 17 
show high time-windows led to a decrease in the ∆V/V0 variation through different center-times. 

 
Figure 15. Maximum value of the Cross-correlation function and relative velocity variation vs. center-time for LW11 (CC-domain 

[-1 µs, 4 µs]): (a) 2T = 20 µs and (b) 2T = 30 µs 
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Figure 16. Maximum value of the Cross-correlation function and relative velocity variation vs. center-time for TW12 (CC-domain 
[-1 µs, 4 µs]): (a) 2T = 20 µs and (b) 2T = 30 µs 

 

Figure 17. Maximum value of the Cross-correlation function and relative velocity variation vs. center-time for waves in the 
direction 2 (CC-domain [-1 µs, 2 µs]): (a) 2T = 5 µs and (b) 2T = 15 µs 

The maximum value of the cross-correlation function was also reduced, indicating a lower similarity ratio between 
the waveforms inside that time window. This was expected, since a higher amount of data is evaluated due to the time 
window increase, becoming a more sensitive result to differences between the waveforms. 

Figure 18 shows the relative velocity variation vs. stress for longitudinal and transversal waves for different time 
windows. Longitudinal waves were more influenced by the variation in time window in comparison to transversal 
waves. Regarding LW11, expressive differences were observed for stresses higher than the nominal elastic limit, whereas 
high differences were observed for LW22 even in the elastic region. 
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Figure 18. Relative velocity variation vs. stress (CC-domain [-1 µs, 4 µs]): (a) LW11 (tc = 125.4 µs), (b) TW12 (tc = 220.4 µs), (c) 

LW22 (tc = 41.9 µs) and (d) TW21 (tc = 60.4 µs) 

4 DISCUSSIONS 
The heterogeneity of concrete causes a scatter of the ultrasonic waves, which is increased when a stress level is applied to a 

concrete element, leading to the creation and extension of microcracks. This effect makes the ultrasonic waves travel along 
different trajectories inside the specimen from source to receiver. The waveform obtained from the ultrasonic tests in concrete 
specimens is a composition of the amplitudes of several scattered waves arriving at different times at the receiver. In the cross-
correlation for feature extraction, the analysis uses a time window of the waveform, i.e., the relative velocity variation obtained 
is an average value of all waves arriving in time range. This average represents the exact value of the relative velocity variation 
in case of an isotropic material, which is constant for all paths. The velocities of compression and transversal waves for an 
isotropic material are independent of the propagation direction (V11 = V22 = V33 and V12 = V23 = V13). Therefore, in a scenario A 
where the prism showed in Figure 19 is composed of an isotropic material, velocities VA , VB, and VC related to paths SA, SB, and 
SC, respectively, are equal, although the TOFs and the paths are different (tA ≠ tB ≠ tC and SA ≠ SB ≠ SC, respectively). If the material 
remains isotropic after a stress state, the relative velocity variations (ΔV/Vo) will be the same in all paths. 

 
Figure 19. Scheme of wave paths in an ultrasonic waveform 



R. M. L. Gondim, K. F. Bompan, and V. G. Haach 

Rev. IBRACON Estrut. Mater., vol. 16, no. 4, e16402, 2023 13/16 

However, Hughes and Kelly [8] showed the stress state changes the constitutive matrix of a material, leading to a 
dependence of ultrasonic velocity on the stress level. The authors obtained expressions for the stress dependence of the 
velocities of direct waves using the finite strain formulation of Murnaghan [31], according to which an isotropic 
material becomes anisotropic due to the stress state. Regarding an anisotropic material, the wave velocities are 
dependent on the propagation direction (V11 ≠ V22 and V12 ≠ V21). In this scenario, called scenario B, velocities VA, VB 
and VC (Figure 19) are completely different and dependent on the constitutive matrix of the material. Consequently, the 
relative velocity variation is not the same for different paths and the ΔV/Vo value from the cross-correlation function 
represents an average behavior of multiple waves travelling in distinct paths and arriving at the receiver in the evaluated 
time window. 

The anisotropy level induced by the stress can be expressed as a fractional velocity difference. The more common 
expression from the literature relates the velocities of transverse ultrasonic waves polarized in mutually perpendicular 
directions [18], [36]. Here, this concept is extended by other velocities towards the definition of anisotropy 
dimensionless coefficients α and β for longitudinal and transversal waves, respectively Equation 4 and Equation 5. 

𝛼𝛼 = 𝑉𝑉11−𝑉𝑉22
(𝑉𝑉11+𝑉𝑉22)/2  (4) 

𝛽𝛽 = 𝑉𝑉12−𝑉𝑉21
(𝑉𝑉12+𝑉𝑉21)/2  (5) 

Concrete displays some level of anisotropy even with no stress application [37]. The anisotropy dimensionless 
coefficients were 8.85% and 4.18% for longitudinal and transversal waves, respectively, for null stress, showing the 
anisotropy of the material affects the longitudinal velocity more intensively in the concrete specimen analyzed, and 
explaining the higher ΔV/Vo variability with time window or center-time for longitudinal waves in comparison to 
transversal ones (see section 5). 

The anisotropy coefficients were calculated for all stress levels subtracting the coefficients at null stress (α0 and β0) 
to facilitate the comparison between values of longitudinal and transversal waves. The stress application generates a 
small variation in anisotropy coefficients when compared with the initial values (Figure 20), showing the initial 
anisotropy of the concrete is the main contributing factor to scenario B, previously described. 

 
Figure 20. Variation of anisotropy coefficients with the stress level. 

Although the ΔV/Vo value obtained by the cross-correlation function is influenced by the anisotropy of the material 
and represents the behavior of multiple waves, it remains dependent on the stress level for any center-time or time 
window, according to the results in section 5; however, it is neither constant with the change in the variables, nor the 
relative velocity variation of the direct waves - direct waves are those that arrived first at the receiver. Therefore, the 
time window should be small and the center-time should be closer to the time of arrival of the waves for the ΔV/Vo 
obtained by the cross-correlation function to represent direct waves. 
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5 CONCLUSIONS AND FINAL REMARKS 
This study evaluated the influence of cross-correlation function parameters on the feature extraction of ultrasonic 

test results performed in a concrete prism. The specimen was subjected to different stress levels in/out of the elastic 
regime, and analyses were conducted for longitudinal and transversal waves emitted in two directions regarding time 
window length, center-time of the time window, and cross-correlation function domain. The influence of the stress level 
on the relative velocity variation was observed in all ultrasonic waves in and out the elastic regime. Discussions led to 
the following conclusions: 
• The global maximum value of the CC function cannot be used for the calculation of the relative velocity variation 

in case of high stresses applied to concrete. The CC domain should be carefully selected, since the time-shift that 
represents the relative velocity variation is an argument of a local maximum value. 

• Longitudinal waves were more sensitive to changes in time window and center-time than transversal waves, 
probably due to the anisotropic behavior of the concrete, since the anisotropic dimensionless coefficient for 
longitudinal waves was higher than that for transversal waves. This behavior made the transversal waves the most 
suitable for the analysis of stress variation since they are few influenced by the time window and center-time. 
Therefore, transversal waves, which are lightly influenced by time window and center-time, are the most suitable 
for analyses of stress variation. 

• Variations in ∆V/V0 vs. stress diagrams caused by time window and center-time were lower for stresses in the elastic 
regime. Although the choice of the time window or center-time highly influences the results from the cross-
correlation function, the relative velocity variation remains dependent on the stress level; however, this relation is 
not representative of direct waves, as the cross-correlation represents the average velocity variation between two 
time windows. 

• The feature extraction procedure applied to the results of ultrasonic tests is a key point in the evaluation of the 
dependence of the propagation wave velocity on the stress level. The CC-function parameters should be carefully 
selected and kept constant in results that will be compared. 

LIST OF ACRONYMS AND SYMBOLS 
2T: window length 
α: anisotropy dimensionless coefficient for longitudinal waves 
β: anisotropy dimensionless coefficient for transversal waves 
∆V/V0: relative velocity variation 
σ: applied compressive stress 
σMax,UPV: maximum compressive stress applied during UPV tests 
τ: factor used to “stretch” or compress the signal in the stretching method 
ABNT: Brazilian Association of Technical Standards 
ASTM: American Society for Testing and Materials 
CC: Cross-Correlation function 
CC-domain: domain of cross-correlation function 
CWI: Coda Wave Interferometry 
fcm: average compressive strength of concrete 
LCR: Critically Refracted Longitudinal waves 
LWij: longitudinal waves propagated in direction i and polarized in direction j 
SA, SB, SC: possible propagation paths 
S-waves: secondary or transversal waves 
tc: center-time 
TOF: Time of Flight 
ts: time shift used as argument of the cross-correlation function in the doublet method 
tsMaxCC: time shift that generates the maximum value of the cross-correlation function in the doublet method 
TWij: transversal waves propagated in direction i and polarized in direction j 
UPV: Ultrasonic Pulse Velocity 
upert: signal recorded in the perturbed medium 
uunp: signal recorded in the unperturbed medium 
V0: propagation velocity in the unperturbed medium 
Vij: velocity of a wave propagated in direction i and polarized in direction j 
VA, VB, VC: velocity of waves traveling through paths SA, SB and SC, respectively 
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Abstract: The corrosion of steel rebars is the main cause of reinforced concrete degradation, which results in increasing 
costs with structural rehabilitation and repairs. As a solution, corrosion resistant rebars, such as those of FRP – Fiber-
reinforced polymer –, have been used to replace conventional steel. This paper describes the development of a design 
program that calculates the flexural FRP reinforcement of T-shape beams. The possibilities as regards the neutral axis 
position, failure mode and concrete linear or non-linear behavior define the design scenarios for which their respective 
equations were deduced. The flexural strengths computed using the deduced equations showed agreement with 
experimental results for 125 beams, validating the proposed methodology. Since FRP rebars are vulnerable to creep 
rupture, the sustained stresses must be lower than the maximum allowed by ACI 440.1R-15, which may require increases 
in areas, modifying the flexural strength. Therefore, the equations to compute the new neutral axis depth and flexural 
strength based on the adjusted area were deduced and implemented in the computational program. Subsequently, this 
paper presents design examples considering all scenarios for which the equations were deduced. The design of one T-
section considering different FRP rebars combined to normal and high-performance concretes is also reported. The 
results showed that beams reinforced with aramid and glass FRP required large areas to avoid creep rupture, whereas the 
areas of those reinforced by carbon FRP rebars were considerably small; however, they exhibited small curvatures and 
fragile failure when under-reinforced. 

Keywords: reinforced concrete, FRP rebars, T-sections, non-metallic reinforcement, design program. 

Resumo: A corrosão do aço é a principal causa de degradação do concreto estrutural, implicando elevados custos com 
reabilitação e reparos. Diante disto, barras de FRP – Polímeros Reforçados por Fibras – constituem uma alternativa ao 
aço convencional em virtude de sua excelente resistência à corrosão. Este trabalho descreve o desenvolvimento de um 
programa para dimensionamento da armadura de FRP à flexão em vigas de seção T. As diferentes possibilidades 
referentes à posição da linha neutra, modo de falha e comportamento linear ou não-linear do concreto definem os cenários 
de dimensionamento para os quais se aplicam as formulações desenvolvidas. Os momentos resistentes calculados 
apresentaram concordância com valores obtidos experimentalmente, validando a metodologia proposta. Uma vez que as 
barras de FRP são suscetíveis à ruptura por fluência, tensões devido a cargas permanentes devem se manter inferiores ao 
limite estabelecido pelo ACI 440.1R-15, ajustando-se as áreas de armadura quando necessário. Desta maneira, foram 
implementadas no programa, as equações para cálculo da linha neutra e momento resistente baseadas nas áreas ajustadas. 
Subsequentemente, são apresentados exemplos de dimensionamento considerando os diversos cenários para os quais 
desenvolveram-se as formulações, combinando-se diferentes tipos de FRP a variadas classes de concreto. Os resultados 
mostraram que vigas T armadas com FRP de aramida e vidro exigiram elevadas áreas de armadura para atender ao estado 
limite de ruptura por fluência. Em contrapartida, seções armadas com FRP de carbono exigiram áreas menores, porém 
exibindo ruptura frágil e curvaturas reduzidas quando sub-armadas. 

Palavras-chave: concreto armado, barras de FRP, seções T, armadura não-metálica, programa de dimensionamento. 
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1 INTRODUCTION 
During the past century, the focus on obtaining high strength concretes entailed certain unconcern regarding 

durability issues. Somehow, the use of materials with excellent mechanical properties contributed to negligence as 
regards quality control at construction sites [1]. However, the degradation of structures subjected to aggressive 
environments as well as the increasing costs in repairs raised the discussion on how to avoid steel corrosion and preserve 
structural integrity [2]. Therefore, the use of different types of fiber-reinforced polymer (FRP) reinforcements in place 
of steel has gained space, especially in structures located in aggressive environments [3]. 

FRP rebars are constituted by a tangle of high strength and stiffness fibers impregnated in a low modulus resin, 
which characterizes them as anisotropic materials. The fibers contribute to the material tensile strength and modulus, 
whereas the polymeric matrix governs the overall stress-strain relationship and protects the fibers against the concrete 
environment [4]. Moreover, the resin low modulus entails very large strains, which ensures that the maximum load is 
transferred to the fibers [5]. 

FRP is also a lightweight material. Its specific weight varies from 20 to 25% of that of steel, which facilitates the handling 
process. This property allows using FRP rebars in slender columns, where steel congestion is very common [3]. Moreover, 
FRP has been utilized as internal reinforcement for tunnels, retaining walls, bridges, highway pavements and sea walls. It also 
constitutes an economic solution for repairing existing bridges, replacing the conventional steel of the decks [6]. 

The most popular polymeric rebars are defined according to their respective types of fiber: aramid (AFRP), carbon 
(CFRP) and glass (GFRP). Among all FRP categories, CFRP has the highest tensile strength and elasticity modulus; 
however, the raw materials necessary for its production are difficult to find, and the production of carbon fibers requires 
high energy consumption, which makes the utilization of CFRP very costly [6]. AFRP bars, in turn, are characterized 
by their high tensile strength and toughness, in addition to possessing the highest strength-to-weight ratio [4]. 

Nonetheless, losses in strength due to sustained stresses and exposition to UV radiation have limited the AFRP use 
in the civil construction [5]. In contrast, GFRP became the most popular non-metallic reinforcement due to its low cost 
and environmental resistance [6]. Some of GFRP properties include excellent response to cyclic loads, high strength-
to-weight ratio, non-conductivity and coefficient of thermal expansion close to that of concrete [7]. 

Despite the corrosion resistance, non-conductivity and lightweight, FRP rebars behave linearly up to failure, not 
exhibiting a yield plateau as steel does. The cross-sections fail due to either concrete crushing or FRP rupture. Both 
failure modes are fragile; yet, previous versions of ACI 440.1R-15 [3] recommended over-reinforcing the cross-sections 
since concrete exhibits some plateau before failure. 

2 RESEARCH SIGNIFICANCE 
As previously mentioned, the costs with structural repairs have considerably increased, which suggests the gradual 

replacement of steel by non-metallic reinforcements such as FRP. However, there is no code approaching the design of 
FRP flexural members, which means the responsibility for structural safety and functionality is entirely attributed to 
the designer [6]. Furthermore, in spite of the excellent design examples presented by ACI 440.1R-15, this guideline 
does not address the design of T-shape sections. All examples refer to rectangular sections, with priority to compression-
controlled members. 

T-shape beams often occur in practice, given the need to consider the slab contribution to the flexural strength. Their 
design with FRP rebars is not as simple as that of steel, especially for under reinforced cross-sections where the 
parameters α and λ of the concrete simplified stress block are unknown. There are several design approaches that depend 
on the neutral axis position associated to FRP and concrete simultaneous failure, as well as that related to the initiation 
of the concrete non-linear behavior at the most compressed fiber [8]. 

Therefore, the development of computational programs incorporating the FRP constitutive models and safety factors 
to a particular reinforced concrete code has the potential to familiarize students and engineers with the design of T-
shape beams reinforced with FRP, given the need to replace steel by durable and sustainable materials. Furthermore, 
they are able to calculate the same cross-section for different FRP types and concrete strength grades, electing the 
design that combines structural safety and functionality to economic solutions. 

3 SCOPE 
This paper incorporates the FRP parameters provided by ACI 440.1R-15 [3] to the Brazilian code NBR 6118:2014 [9], 

deducing the formulations to calculate the FRP longitudinal reinforcement of tension and compression-controlled T-shape 
sections. The design assumptions accounted for failure due to concrete crushing and FRP rupture, neutral axes on the 
flange or web and concrete exhibiting linear or non-linear behavior. Additionally, considering that the reinforcement areas 
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may be adjusted to avoid creep rupture, the assumptions and formulations to compute the final flexural strength are also 
described. Those formulations are validated by comparing the flexural capacities obtained experimentally to those 
predicted by the proposed procedures. 

The primordial objective was to computationally implement those formulations, developing a design program that 
calculates the longitudinal FRP reinforcement of T-sections under different scenarios of failure mode, neutral axis 
position and concrete linear or non-linear behavior. The objective was to identify effective combinations of FRP and 
concrete strengths resulting in balanced sections, ductility and proper use of materials’ mechanical properties. 
Furthermore, this research aimed to evaluate changes in failure modes, flexural strengths and curvatures caused by 
adjustments in the FRP areas to avoid creep rupture. 

4 DESIGN FOR THE ULTIMATE LIMIT STATE FOR FLEXURE 
In order to develop the formulations for the design, the concrete constitutive model of NBR 6118:2014 [9] as well 

as its parameters were utilized. Figure 1 illustrates the parabola-rectangle model defined by Equations 1 and 2. 

 
Figure 1. Concrete constitutive model for compression, for which 0.85fcd and fck correspond to the design and characteristic 

strength, respectively [9] 

𝜎𝜎cd = 0.85fcd �1- �1-
𝜀𝜀c
𝜀𝜀c2
�n� if 0 ≤  𝜀𝜀c < 𝜀𝜀c2  (1) 

𝜎𝜎cd = 0.85fcd
 if 𝜀𝜀c2 ≤ 𝜀𝜀c< 𝜀𝜀cu

 (2) 

The FRP RC cross-sections fail due to concrete crushing or reinforcement rupture. ACI 440.1R-15 [3] introduces 
the concept of balanced reinforcement ratio, for which both failure modes occur simultaneously. The balanced area Ab 
is associated to the neutral axis position xb and to the balanced moment Mb. Unlike ACI 440.1R-15, Barbosa [8] 
compares the design moment Md to Mb to define the failure mode. If Md < Mb, the cross-section is tension-controlled, 
whereas Md ≥ Mb indicates compression-control. Since concrete and FRP reaches their ultimate strains εcu and εfud 
simultaneously, xb is obtained through compatibility as: 

 xb= � 𝜀𝜀cu
𝜀𝜀cu + 𝜀𝜀fud

� d (3) 

Table 4.2.1 of ACI 440.1R-15 [3] establishes intervals of tensile strengths ffu* and elasticity moduli Ef for the three 
types of FRP rebars. The strengths are reduced by the environmental coefficients specified in Table 6.2 of this guideline. 
Unlike NBR 6118:2014 [9], ACI 440.1R-15 imposes safety factors to the cross-section flexural strength and not to the 
FRP tensile strength. Thus, to incorporate the FRP parameters to NBR 6118:2014 [9] design procedures, the adjusted 
strength for environmental conditions still needs another factor. As indicated by the Brazilian Recommended Practice 
for FRP RC structures CT 303 [10], the value of 1.30 was adopted. Thus, the design tensile strength ffud accounts for 
the environment and eventual uncertainties covered by this factor. 
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Figures 2 and 3 illustrate balanced sections for which the concrete simplified stress block reaches the flange and 
web, respectively, resulting in two different approaches to calculate Mb. If λuxb < hf, the calculation of the balanced 
moment accounts only for the flange compressed area. Otherwise, if λuxb ≥ hf, both flange and web compressed areas 
are considered. Equations 4 and 5 define the balanced moments for both scenarios, following the order they were 
mentioned: 

Mb=𝛼𝛼u𝜆𝜆ufcdbfxb(d - 0.5𝜆𝜆uxb) (4) 

Mb=𝛼𝛼ufcd[𝜆𝜆uxbbw(d - 0.5𝜆𝜆uxb) + hf(bf - bw)(d - 0.5hf)] (5) 

 
Figure 2. Equilibrium and compatibility of a balanced cross-section with the simplified stress block located on the flange [8] 

 
Figure 3. Compatibility and equilibrium of a balanced cross-section with the simplified stress block reaching the web [8] 

If the balanced block depth λuxb does not reach the web and the design bending moment is lower than the balanced 
one, the cross-section is tension-controlled and the actual stress block λux associated to Md is smaller than the flange 
thickness [7). Moreover, if the cross-section is too under-reinforced, the FRP rebars may fail before the concrete 
exhibits non-linear behavior. As a result, the values of αu and λu no longer applies, which suggests a linear constitutive 
model for concrete [3]. Therefore, this scenario results in two design approaches distinguished by the concrete behavior. 
In contrast, if Md ≥ Mb, the actual stress block may reach the web or not, leading to other two approaches [8]. 
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Conversely, if the balanced stress block λuxb reaches the web and Md < Mb, there are two possibilities as regards the 
stress block associated to the design moment: λux < hf or λux ≥ hf. Furthermore, for each of these two possibilities, 
concrete may behave linearly or not, resulting in other four design approaches. However, if Md ≥ Mb, the actual stress 
block reaches the web [8]. Therefore, there are nine different design approaches considering only the ultimate limit 
state for flexure. All formulations are deduced as follows: 

4.1 Scenario 1 – Balanced block on the flange and tension-controlled section 
This scenario is characterized by λuxb < hf and Md < Mb, which implies that λux < hf. However, given the assumption 

of concrete behaving linearly, it is necessary to define the neutral axis position and the bending moment from which 
linearity no longer applies. NBR 6118:2014 [9] allows considering the linear stress-strain relationship for stresses under 
50% of the concrete compressive strength. Accordingly, this research adopted the maximum stress of 0.5(0.85fcd), 
which provides the strain εclin from Equation 1 as εc2(1-0.51/n). Therefore, the neutral axis xlin related to the linearity limit 
and obtained through strain compatibility is: 

xlin= � 𝜀𝜀clin
𝜀𝜀clin + 𝜀𝜀fud

� d (6) 

Since the balanced block lies on the flange and the section is tension-controlled, xlin is smaller than the flange 
thickness [8]. Figure 4 illustrates the equilibrium and compatibility conditions to calculate the moment Mlin associated 
to xlin considering the linear stress-strain relationship for concrete. Thus, if the design moment Md is lower than the 
reference moment Mlin provided by Equation 7, the linear constitutive model applies [8]. 

 
Figure 4. Equilibrium and compatibility conditions of a tension-controlled section with neutral axis on the flange and concrete 

exhibiting linear behavior [8]. 

Mlin= �0.425fcdxlinbf
 2 

� �d - xlin
3
� (7) 

The secant elasticity modulus Elin adopted for the linear approach corresponds to the slope of the line connecting 
the origin to the point (εclin, 0.425fcd). In order to find the unknown neutral axis depth x, the values of Mlin and xlin in 
Equation 7 are replaced by Md and x, respectively. The stress 0.425fcd, in turn, is replaced by the product of the secant 
modulus Elin and the most compressed fiber strain εt, written as a function of x. As a result, there is a cubic equation 
whose solution within the interval 0 < x < hf corresponds to the neutral axis depth: 

x³ - 3dx² + � 6Md
Elin𝜀𝜀fudbf

� (d - x) = 0 (8) 

Equation 8 is solved through the Newton-Raphson Method, initially assuming that x = 1.5xb. The iterative process ends 
once the error |xi+1 – xi| reaches 10-5, which means the neutral axis depth has been found. Negative roots or values 
exceeding xlin are computationally disregarded. By imposing equilibrium, the required area Af to resist Md is found 
through: 
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Af = Md

ffud�d -x
3�

 (9) 

Conversely, if the design moment Md is higher than Mlin, the linear approach no longer applies seeing that the stress in 
the most compressed fiber exceeds 50% of 0.85fcd. Although concrete does not fail, ACI 440.1R-15 recommends using, 
as a conservative approach, the simplified stress block associated to the crushing of the concrete. In this scenario, the 
parameters αcu and λu are calculated as follows, in consonance with NBR 6118:2014 [9]: 

αcu = 0.85 

λu = 0.8 if fck ≤ 50 MPa (10) 

αcu = 0.85[1 − (fck − 50)/200] 

λu = 0.8 − (fck − 50)/400 if 50 <  fck  ≤ 90 MPa (11) 

By imposing the equilibrium conditions illustrated in Figure 5, the neutral axis and the required FRP area are 
computed as follows: 

x = d
𝜆𝜆u
�1 -�1 - 2Md

𝛼𝛼cufcdbfd
2� (12) 

Af = Md
ffud(d - 0.5𝜆𝜆ux)

 (13) 

Regardless on the concrete behavior, the strain at the most concrete compressed fiber εt is computed through 
compatibility as: 

𝜀𝜀t= 𝜀𝜀fud �
x

d - x
� (14) 

 
Figure 5. Equilibrium and compatibility conditions of a tension-controlled section for which concrete behaves non-linearly [8]. 

4.2 Scenario 2 – Balanced block on the web and tension-controlled section 
If the balanced stress block reaches the web and the cross-section is tension-controlled, there are four possibilities: 

first, the actual stress block is on the flange and the concrete linear approach applies; second, the stress block remains 
on the flange but concrete exhibits non-linear behavior; third, the stress block reaches the web while concrete behaves 
linearly and fourth, the linear approach no longer applies for the stress block on the web [8]. 

Furthermore, the reference neutral axis xlin may be either on the flange or web, which results in two different methods 
to compute the reference moment Mlin. If xlin < hf, Mlin is determined from Equation 7; otherwise, the compressive 
stresses on the flange and web must be considered as shown in Figure 6. First, it is necessary to determine the resulting 
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compressive force Flin from Equation 15 and its center y�lin from Equation 16. Therefore, the reference moment Mlin is 
computed as the product of Flin and the moment arm d - y�lin. 

Flin = 1
2

Elin𝜀𝜀clin ��2 - hf
xlin
� (bf - bw)hf + bwxlin� (15) 

y�lin=
bwxlin

2

3  + hf
2�1 - 23

hf
xlin

�(bf − bw)

bwxlin + hf�2 - 
hf

xlin
�(bf - bw)

 (16) 

If xlin < hf and Md < Mlin, the neutral axis x and the reinforcement area Af are computed through Equations 8 and 9, 
the same as for scenario 1. Conversely, if xlin ≥ hf and Md < Mlin, the neutral axis x associated to Md may be on the flange 
or web. Initially, it is assumed that x < hf, for which Equation 8 applies. If the value found for x is smaller than the 
flange thickness, the assumption is correct, and the required area is computed through Equation 9. Nonetheless, if x ≥ 
hf, the assumption is incorrect, and the value of x is not valid. Consequently, the calculation of the neutral axis depth 
and the required FRP area must account for the compressive stresses on the flange and web as shown in Figure 6. 

 
Figure 6. Compatibility and equilibrium of a tension-controlled cross-section for which the concrete linear stress-strain 

relationship applies [8]. 

Thus, the variables xlin and εclin in Equations 15 and 16 are replaced by the neutral axis depth x and the strain at the 
most compressed fiber εt, respectively. Since the strain εt can be written as a function of x, the neutral axis depth 
becomes the only unknown variable. As a result, the expression Fc (d - y�c) = Md results in a third-degree equation 
described as follows: 

a1= 6hf(d - 0.5hf)(bf − bw)
bw

 (17) 
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a2= 3hf
2[d - (hf 3⁄ )](bf - bw)

bw
 (18) 

a3= 6Md
Elin𝜀𝜀fudbw

 (19) 

x3 - 3dx2 - (a1 + a3)x + (a3d + a1hf - a2) = 0 (20) 

Equation 20 is solved exactly as Equation 8, through the Newton-Raphson Method, initially arbitrating x as 1.5xb and 
ceasing the iterative process once the error becomes smaller than 10-3. Entering the value of x in Fc leads to the resulting 
compressive and tensile forces, which allows determining the required FRP area as: 

Af = F𝑐𝑐
ffud

 (21) 

However, if xlin < hf and Md ≥ Mlin, concrete behaves non-linearly and the simplified stress block related to Md may 
reach either only the flange or the web. First, it is assumed that λux < hf so that x is computed through Equation 12. If 
the found neutral axis depth is smaller than hf/λu, the assumption is confirmed, and the reinforcement area computed 
through Equation 13. In contrast, if x ≥ hf/λu, the assumption is incorrect, and the calculation of x needs to account for 
both flange and web compressed areas. 

Figure 7 illustrates the cross-section analysis for two bending moments: Mdw and Mdf, accounting for the areas bwx 
and (bf-bw)hf, respectively. They are directly determined as: 

Mdf = 𝛼𝛼cufcdhf(bf  −  bw)(d - 0.5hf) (22) 

Mdw = Md - Mdf (23) 

Since the neutral axis position relies on the compressed area bwx and the moment Mdw, its depth x is computed as 
follows: 

x = d
𝜆𝜆u
�1 -�1 - 2Mdw

𝛼𝛼cufcdbwd2� (24) 

The areas Afw and Aff illustrated in Figure 7 are calculated to resist the moments Mdw and Mdf, respectively. Thus, 
the total reinforcement area Af corresponds to: 

Af = 1
ffud
� Mdw

d - 0.5𝜆𝜆ux
+  Mdf

d - 0.5hf
� (25) 

This approach is also valid if xlin ≥ hf and Md ≥ Mlin considering that concrete exhibits non-linear behavior and the 
stress block λux associated to Md reaches the web. For all these possibilities, the concrete most compressed fiber εt is 
determined in the same manner as for the scenario 1, through Equation 14. 
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Figure 7. Compatibility and equilibrium of a tension-controlled section for which the concrete behaves non-linearly [8]. 

4.3 Scenario 3 - Balanced block on the flange and compression-controlled section 

If the balanced stress block lies on the flange and the design moment is higher than the balanced one, the cross-
section is over-reinforced and the stress block λux can reach the web or not. First, it is assumed that λux < hf, with x 
obtained from Equation 12. If the value found for x confirms this assumption, the next step consists of computing the 
reinforcement stress ff. Since FRP exhibits linear elastic behavior, the compatibility conditions illustrated in Figure 8 
allows determining ff directly from its strain as: 

ff = Ef𝜀𝜀cu �
d - x

x
� (26) 

The required area Af found through equilibrium is calculated as follows: 

Af = Md
ff(d - 0.5𝜆𝜆ux)

 (27) 

However, if the neutral axis depth obtained from Equation 12 is equal to or higher than hf/λu, the assumption is 
incorrect, and the stress block reaches the web. Figure 9 depicts the cross-section analysis for the calculation of the 
neutral axis depth and reinforcement area. 
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Figure 8. Equilibrium and compatibility of a compression-controlled section with stress block on the flange [8]. 

 
Figure 9. Equilibrium and compatibility of a compression-controlled section whose stress block reaches the web [8]. 

The moments Mdf, Mdw as well as the neutral axis depth x are obtained from Equations 22, 23 and 24. This approach 
is the same as that of tension-controlled sections with stress block reaching the web and concrete behaving non-linearly. 
Nonetheless, the reinforcement stress is not equal to ffud since the FRP rebars do not fail. Therefore, the stress in the 
FRP layer is obtained from Equation 26, and the total reinforcement area Af from: 

Af = 1
ff
� Mdw

d - 0.5𝜆𝜆ux
+ Mdf

d - 0.5hf
� (28) 

4.4 Scenario 4 - Balanced block on the web and compression-controlled section 
Unlike the scenario 3, λuxb ≥ hf and Md ≥ Mb, which ensures that the stress block depth λux is equal to or larger than 

the flange thickness. Therefore, the compatibility and equilibrium conditions for this scenario are also illustrated in 
Figure 9. The neutral axis depth x and the reinforcement area Af, in turn, are computed through Equations 24 and 28, 
respectively. 

5 CHECKING FOR FRP CREEP RUPTURE 
The required area Af to meet the ultimate limit state for flexure may not be enough to avoid creep rupture due to 

sustained stresses [8]. ACI 440.1R-15 establishes that such stresses must not exceed 20, 30 and 55% of the tensile 
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strength ffu for GFRP, AFRP and CFRP, respectively. Accordingly, the tensile strength ffu for this verification accounts 
only for the environmental conditions, not incorporating other safety factors. 

To determine the sustained stresses ffs, the load combination defined as almost permanent by NBR 6118:2014 [9] was 
implemented. Additionally, Equations 29 to 31 developed by Ghali and Favre [11] were used to calculate the neutral axis 
depths xcr under service conditions as shown in Figure 10. The parameter ηf, in turn, refers to the modular ratio Ef /Ecs. 

a1 = bw
2

 (29) 

a2 = hf(bf  −  bw)+𝜂𝜂fAf (30) 

a3 = -d𝜂𝜂fAf  − hf
2

2
(bf - bw) (31) 

xcr = 
-a2+�a2

2 - 4a1a3

2a1
 (32) 

The cracking moment of inertia Icr depends on the neutral axis position. Equations 33 and 34 apply for xcr < hf and 
xcr ≥ hf, respectively [12]. To find the sustained stress ffs, ACI 440.1R-15 and NBR 6118:2014 [9] adopt the linear 
approach defined in Equation 35. The moment Mapc refers to the almost permanent load combination. 

Icr = bfxcr
3

3
 + 𝜂𝜂fAf(xcr - d)2 (33) 

Icr=
(bf - bw)hf

3

12
+ bwxcr

3

3
+(bf - bw) �xcr - 

hf
2
�

2
+ 𝜂𝜂fAf(xcr - d)2 (34) 

ffs = Mapc𝜂𝜂f
(d − xcr)

Icr
 (35) 

 
Figure 10. Compatibility and equilibrium to compute the sustained stress considering the almost permanent load combination 

[12]. 

If the sustained stress exceeds the maximum allowed by ACI 440.1R-15, areas of 0.001 cm2 are progressively 
incremented to Af, for which Equations 29 to 35 are computationally solved for each adjustment. The sustained stress 
decreases continuously, and the final adjusted area Aadj is that making the sustained stress equal to or slightly lower 
than the maximum allowed. Thus, the area Aadj meets both limit states for flexure and creep rupture. 



F. A. S. Barbosa, T. N. Bittencourt, G. R. Boriolo, F. R. André, and M. M. Frutai 

Rev. IBRACON Estrut. Mater., vol. 16, no. 4, e16403, 2023 12/20 

6 DETERMINATION OF THE FLEXURAL STRENGTH 
Because of increments in FRP areas to meet both limit states, the flexural strengths and the neutral axis depths 

increase. Consequently, the simplified stress block previously located on the flange may reach the web, the failure mode 
may switch from tension to compression-controlled and for the cross-sections that remain tension-controlled, the 
concrete linear behavior may no longer apply [8]. 

In order to determine the failure mode, the adjusted area is compared to the balanced one Ab and, in case of tension-
control, Aadj is compared to Alin, the area from which the concrete linear approach no longer applies. There are four 
scenarios as regards the determination of the flexural strength, explained as follows: 

6.1 Tension-Control and balanced block on the flange 
If Aadj < Ab, the cross-section is under-reinforced with failure characterized by the FRP rupture. Additionally, if the 

balanced block depth is smaller than the flange thickness, the stress block associated to the adjusted area λuxadj does not 
reach the web. Furthermore, if Aadj < Alin, the concrete stress-strain relationship can be considered as linear [8]. 

By imposing equilibrium in Figure 4, the area Alin for which the stress in the most compressed fiber corresponds to 
50% of 0.85fcd is: 

Alin = Elin𝜀𝜀linxlinbf
2ffud

 (36) 

If Aadj < Alin, the adjusted neutral axis depth xadj associated to Aadj is computed by imposing the equilibrium and 
compatibility conditions illustrated in Figure 4, which leads to Equations 37 and 38. Once xadj is found, the flexural 
strength Mr is, thus, obtained from Equation 39. 

a = Elinbf
2EfAadj

 (37) 

xadj = √1 + 4ad - 1
2a

 (38) 

Mr = Aadjffud�d - xadj 3⁄ � (39) 

Conversely, if Aadj ≥ Alin, the simplified stress block represents the concrete constitutive model seeing that the linear 
approach no longer applies. By imposing the equilibrium conditions shown in Figure 5, the adjusted neutral axis and 
the flexural strength are determined as follows: 

xadj = Aadjffud

𝛼𝛼cu𝜆𝜆ufcdbf
 (40) 

Mr = Aadjffud�d - 0.5𝜆𝜆uxadj� (41) 

6.2 Tension-control and balanced block on the web 
If Aadj < Ab and the balanced stress block reaches the web, the block associated to the adjusted area as well as the reference 

neutral axis xlin can be located either on the flange or web. If xlin < hf and Aadj < Alin, the neutral axis associated to Aadj is on the 
flange [8]. Therefore, the adjusted neutral axis and the flexural strength are obtained from Equations 37, 38 and 39. 

However, if xlin < hf and Aadj ≥ Alin, concrete exhibits non-linear behavior and the adjusted stress block may be located 
either on the flange or web. First, it is assumed that λuxadj < hf, which allows computing the adjusted neutral axis and 
flexural strength through Equations 40 and 41, respectively. However, if the value found for xadj is equal to or higher than 
hf/λu, the assumption is incorrect; the stress block reaches the web [8]. Therefore, both flange and web compressed areas 
must be considered. Imposing equilibrium and compatibility for the cross-section illustrated in Figure 7 leads to the correct 
values of xadj and Mr, computed as follows: 
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xadj=
Aadjffud - 𝛼𝛼cufcdhf(bf − bw)

𝛼𝛼cu𝜆𝜆ufcdbw
 (42) 

Mr=𝛼𝛼cufcd�𝜆𝜆ubwxadj�d - 0.5𝜆𝜆uxadj� + hf(bf  −  bw)(d - 0.5hf)� (43) 

In contrast, if xlin ≥ hf, Equation 36 no longer applies to compute Alin since the linear distribution of the compressive 
stresses extends to the web, as shown in Figure 6. Therefore, Alin corresponds to the ratio between Flin, defined in 
Equation 15, and the FRP design tensile strength ffud. If Aadj < Alin, the adjusted neutral axis may be on the flange or 
web. The cross-section analysis illustrated in Figure 4 as well as Equations 37 and 38 determine xadj for the assumption 
xadj < hf. However, if the solution of such equations provides xadj ≥ hf, the assumption is invalid and the correct value of 
xadj is obtained considering the cross-section analysis shown in Figure 6. 

Subsequently, by imposing that the compressive force Fadj equals to the ultimate reinforcement load Aadjffud, the 
adjusted neutral axis depth is computed as follows: 

a1 = 2
bw
�(bf - bw)hf + 2Aadj

Ef
Elin
� (44) 

a2 = 1
bw
�(bw - bf)hf

2 - 2Aadjd
Ef

Elin
� (45) 

xadj = a1 ��
1
4

 - a2
a12  - 1

2
� (46) 

The compressive force center y�adjassociated to xadj is obtained from Equation 16, replacing xlin by xadj. Therefore, 
the adjusted flexural strength corresponds to: 

Mr = Aadjffud �d - y�adj� (47) 

Finally, if xlin ≥ hf and Aadj ≥ Alin, the stress block associated to Aadj reaches the web and the concrete exhibits non-
linear behavior. Thus, the adjusted neutral axis depth and the flexural strength are obtained from Equations 42 and 43, 
according to the cross-section analysis illustrated in Figure 7. 

6.3 Compression-control and balanced block on the flange 
If the balanced block is located on the flange and the section is compressed-controlled, the stress block associated 

to Aadj may reach the web or not. First, it is assumed that λuxadj < hf, corresponding to the analysis illustrated in Figure 
8. Since the reinforcement does not fail, its strain is unknown, written as a function of xadj [8]. Therefore, since the 
resulting compression and tension forces are equal, the adjusted neutral axis is obtained as follows: 

a = 𝛼𝛼cu𝜆𝜆ufcdbf
Ef𝜀𝜀cuAadj

 (48) 

xadj=
√4ad+1-1

2a
 (49) 

If the value found for xadj confirms the assumption that λuxadj < hf, the flexural strength is: 

Mr = 𝛼𝛼cu𝜆𝜆ufcdbfxadj�d - 0.5𝜆𝜆uxadj� (50) 
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Conversely, if xadj ≥ hf/λu, the assumption is incorrect and Equations 49 and 50 do not apply. It is necessary to 
consider the compressive stresses on the flange and web as shown in Figure 9, establishing equilibrium of forces and 
strain compatibility. Thus, xadj is computed as: 

a1 = 𝛼𝛼cu𝜆𝜆ufcdbw
Ef𝜀𝜀cuAadj

 (51) 

a2 = 1 + 𝛼𝛼cufcd(bf - bw)hf
Ef𝜀𝜀cuAadj

 (52) 

xadj = a2
a1
��1

4
 + a1

a22 d - 1
2
� (53) 

The flexural strength is obtained from Equation 43, the same as for tension-controlled sections whose neutral axis 
is on the web and concrete behaves non-linearly [8]. 

6.4 Compression-control and balanced block on the web 
If the balanced block reaches the web and the cross-section is compression-controlled, the adjusted neutral axis 

depth is larger than the balanced one, which means that λuxadj ≥ hf as well. Therefore, xadj is computed through Equations 
51, 52 and 53 while the flexural strength through Equation 43. The only difference from the previous scenario is that 
the designer knows for sure that the stress block reaches the web. 

7 EXPERIMENTAL VALIDATION 
To validate the proposed methodology, the design equations were used to inversely compute the flexural capacities 

of 125 beams to posteriorly compare with experimental results. The details of all specimens are shown in Table 1, 
where the reference in brackets indicates the experimental program related to a group of specimens. The T-section 
dimensions are given as bw/bf and h/hf in the fields corresponding to b and h, respectively. The abbreviations TC and 
CC refer to the tension and compression-controlled failure modes, respectively. 

The concrete compressive strengths were obtained experimentally, mostly from testing cylinders in uniaxial 
compression after 28 days. The majority of experimental programs obtained the FRP mechanical properties from direct 
tensile tests; others provided only the manufacturer data, as indicated with a * in Table 1. The majority of the beams 
were tested under four-point bending, with the load applied at a steady rate of 0.8 to 1.2 mm/min or at steps of 2 to 5 
kN. Those from [25] and [20], in turn, were tested under three-point loading. All specimens exhibited flexural failure 
either due to FRP rupture or crushing of the concrete. 

Since the experimental flexural capacities are influenced by the actual mechanical properties of materials, the reduction 
factors for the concrete compressive and FRP tensile strengths were not included in the analytical analysis. The term 0.85 
in αcu was also suppressed to account for the short-term loading inherent to the experimental programs. Moreover, since 
some beams had multiple reinforcement layers, the compatibility and equilibrium equations were adapted to account for 
different reinforcement distributions. The theoretical and experimental ultimate moments were plotted along with the 
identity line, and the accuracy of the analytical model assessed through the coefficient of determination R2. 

8 RESULTS AND DISCUSSION 
This section addresses two aspects of the results: the experimental validation of the proposed methodology and the 

application of the design program, considering different examples for each scenario described in Section 4. 

8.1 Comparison to Experimental Results 
Table 1 summarizes this comparison for each group of beams, considering different concrete grades and FRP types, as well 

as beams of rectangular and T-sections. The average ratio between theoretical and experimental moments Mth/Mexp corresponds 
to 1.0006, with mean deviation of 0.10 and coefficient of determination R2 = 0.962, which suggests agreement of the analytical 
methods with respect to experimental results. Figure 11 illustrates the scattering of the data in relation to the identity line. 
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Figure 11 – Correlation scatter plot for the experimental Mexp. and theoretical Mth flexural capacities 

8.2 Program Interface 
Using the developed design program, Figure 12 illustrates the calculation of a T-shape section reinforced with AFRP rebars. 

The user chooses the FRP type and inserts its mechanical properties. Yet, they are not able to define tensile strengths and elasticity 
moduli out of the intervals defined by Table 4.2.1 of ACI 440.1R-15 for each FRP type. For this example, in particular, the design 
bending moment corresponds to 98% of the balanced one, which indicates proper use of AFRP and concrete mechanical 
properties. Nonetheless, since the sustained stress due to the almost permanent load combination is higher than the maximum 
allowed by ACI 440.1R-15, the required area was increased by 1% to avoid creep rupture. This increment in the FRP area was 
not enough to switch the failure mode from tension to compression-controlled, resulting in a flexural strength 0.8% higher. This 
slight increase was not enough to characterize waste of the AFRP rebars’ mechanical properties. 

If a high-performance concrete with fck = 90 MPa is used, the cross-section becomes too under-reinforced, with 
flexural strength corresponding to 38% of the balanced moment. As a result, there is waste of the concrete’s mechanical 
properties since the strain at the top corresponds to only 29% of the ultimate strain εcu. In conclusion, the grade that 
best fits the reinforcement type for this particular load condition is the grade C20, which allows taking advantage of 
both concrete and FRP mechanical properties. 

 
Figure 12. Computation of the AFRP reinforcement area using the developed design program. 
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Table 1 - Comparison between experimental and predicted flexural capacities 

Ref. Beam Geometrical features Materials (MPa)  Ultimate Moments (kNm) Failure b (cm) h(cm) ρf (%) f'c ffu 10-3 Ef Mexp Mth  Mth/Mexp 

[13] 

C1-4 20 30 0.47 40.4 1368.0 114.0 71.20 71.72  1.01 TC 
C1-4b 20 30 0.47 40.4 1368.0 114.0 74.58 80.20  1.08 CC 
C1-6 20 30 0.71 39.3 1368.0 114.0 83.13 83.53  1.00 CC 
C1-8 20 30 0.95 39.3 1368.0 114.0 90.39 92.43  1.02 CC 
C2-4 20 30 0.43 39.9 1904.0 112.0 78.75 69.38  0.88 CC 
C2-4b 20 30 0.43 39.9 1904.0 112.0 78.18 76.16  0.97 CC 
C2-6 20 30 0.64 40.8 1904.0 112.0 80.89 82.09  1.01 CC 
C2-8 20 30 0.85 40.8 1904.0 112.0 89.39 91.09  1.02 CC 
G1-6 20 30 1.29 39.1 600.0 40.0 77.47 68.86  0.89 CC 
G1-8 20 30 1.72 39.1 600.0 40.0 86.76 76.77  0.88 CC 
G2-6 20 30 1.13 39.1 648.0 36.0 71.00 63.03  0.89 CC 
G2-8 20 30 1.51 39.1 648.0 36.0 84.54 70.52  0.83 CC 
AR-6 20 30 0.71 39.1 1716.0 52.0 70.85 61.62  0.87 CC 
AR-8 20 30 0.95 39.1 1716.0 52.0 71.75 69.04  0.96 CC 

[14] 

BC4NA 13 18 2.03 46.2 772.9 38.0 22.40 20.13  0.90 CC 
BC4NB 13 18 2.03 46.2 772.9 38.0 20.60 20.13  0.98 CC 
BC4HA 13 18 2.03 53.9 772.9 38.0 21.00 20.63  0.98 CC 
BC4HB 13 18 2.03 53.9 772.9 38.0 21.40 20.63  0.96 CC 
BC2NA 13 18 1.02 53.1 772.9 38.0 21.90 18.89  0.86 CC 
BC2NB 13 18 1.02 53.1 772.9 38.0 20.00 18.89  0.94 CC 
BC2HA 13 18 1.02 57.2 772.9 38.0 19.70 18.48  0.94 CC 
BC4HB 13 18 1.02 57.2 772.9 38.0 20.60 18.48  0.90 CC 

[15] 

CB2B-1 20 30 0.58 52.0 779.0 38.0 57.90 65.04  1.12 TC 
CB2B-2 20 30 0.58 52.0 779.0 38.0 59.80 65.04  1.09 TC 
CB3B-1 20 30 0.87 52.0 779.0 38.0 66.00 79.30  1.20 CC 
CB3B-2 20 30 0.87 52.0 779.0 38.0 64.80 79.30  1.22 CC 
CB4B-1 20 30 1.16 45.0 779.0 38.0 75.40 74.63  0.99 CC 
CB4B-2 20 30 1.16 45.0 779.0 38.0 71.70 74.63  1.04 CC 
CB6B-1 20 30 1.74 45.0 779.0 38.0 84.80 87.48  1.03 CC 
CB6B-2 20 30 1.74 45.0 779.0 38.0 85.40 87.48  1.02 CC 

[16] 

FB-2 30 40 0.22 30.0 690.0 41.0 68.94 62.75  0.91 TC 
FB-3 30 40 0.33 30.0 690.0 41.0 111.18 93.04  0.84 TC 
FB-4 30 40 0.44 30.0 690.0 41.0 125.88 121.91  0.97 TC 
FB-6 30 40 0.66 30.0 690.0 41.0 171.54 158.56  0.92 CC 
FB-8 30 40 0.88 30.0 690.0 41.0 222.60 178.05  0.80 CC 

HFB-3 30 40 0.33 50.0 690.0 41.0 93.24 94.89  1.02 TC 
HFB-4 30 40 0.44 50.0 690.0 41.0 119.04 124.63  1.05 TC 
HFB-6 30 40 0.66 60.0 690.2 41.0 200.46 185.69  0.93 TC 
HFB-8 30 40 0.88 50.0 690.0 41.0 218.04 241.47  1.11 TC 

HFB-10 30 40 1.11 50.0 690.0 41.0 219.36 265.55  1.21 CC 

[17]* 

ISO30-2 20 30 0.95 44.0 688.8 42.0 80.40 85.18  1.06 CC 
KD30-1 20 30 0.95 44.0 640.9 49.0 50.60 79.79  1.58 CC 
KD30-2 20 30 0.95 44.0 640.9 49.0 63.80 79.79  1.25 CC 
KD45-1 20 45 0.64 55.0 640.9 49.0 106.60 136.16  1.28 TC 
KD45-2 20 45 0.64 55.0 640.9 49.0 113.00 136.16  1.20 TC 
ISO55-1 20 55 0.52 43.0 688.8 42.0 181.50 184.17  1.01 TC 
ISO55-2 20 55 0.52 43.0 688.8 42.0 181.50 184.17  1.01 TC 
KD55-1 20 55 0.52 43.0 640.9 49.0 146.90 171.48  1.17 TC 
KD55-2 20 55 0.52 43.0 640.9 49.0 172.50 171.48  0.99 TC 

[18]* 
ISO2 20 30 0.95 43.0 688.5 45.0 80.40 83.26  1.04 CC 
ISO3 20 55 0.52 43.0 688.5 45.0 181.70 189.95  1.05 TC 
ISO4 20 55 0.52 43.0 688.5 45.0 181.70 189.95  1.05 TC 

[19] 

Beam 2 15 20 0.19 27.7 650.0 38.0 5.89 5.84  0.99 TC 
Beam 4 15 25 0.15 27.7 650.0 38.0 7.85 7.94  1.01 TC 
Beam 6 15 30 0.13 27.7 650.0 38.0 10.79 9.77  0.91 TC 
Beam 8 15 20 0.19 50.1 650.0 38.0 5.89 5.90  1.00 TC 
Beam 10 15 25 0.15 50.1 650.0 38.0 9.48 8.00  0.84 TC 
Beam 12 15 30 0.25 50.1 650.0 38.0 16.75 19.46  1.16 TC 
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Ref. Beam Geometrical features Materials (MPa)  Ultimate Moments (kNm) Failure b (cm) h(cm) ρf (%) f'c ffu 10-3 Ef Mexp Mth  Mth/Mexp 

[20]* 

1FRP1 38 .1 20.3 0.10 27.6 829.7 41.4 11.49 11.60  1.01 TC 
1FRP2 38.1 20.3 0.10 27.6 829.7 41.4 12.67 11.60  0.92 TC 
1FRP3 38.1 20.3 0.10 27.6 829.7 41.4 11.49 11.60  1.01 TC 
2FRP1 31.8 21.6 0.12 27.6 829.7 41.4 13.62 12.46  0.91 TC 
2FRP2 31.8 21.6 0.12 27.6 829.7 41.4 13.26 12.46  0.94 TC 
2FRP3 31.8 21.6 0.12 27.6 829.7 41.4 13.06 12.46  0.95 TC 
4FRP1 20.3 15.2 1.04 27.6 829.7 41.4 15.78 14.68  0.93 TC 
4FRP2 20.3 15.2 1.04 27.6 829.7 41.4 15.58 14.68  0.94 TC 
4FRP3 20.3 15.2 1.04 27.6 829.7 41.4 16.29 14.68  0.90 TC 
5FRP1 19.1 15.2 1.10 27.6 829.7 41.4 16.37 14.14  0.86 CC 
5FRP2 19.1 15.2 1.10 27.6 829.7 41.4 16.65 14.14  0.85 CC 
5FRP3 19.1 15.2 1.10 27.6 829.7 41.4 15.78 14.14  0.90 CC 

[21] 

C-S-1 20 30 0.75 26.9 1000.0 200.0 64.11 54.50  0.85 TC 
C-S-2 20 30 0.29 27.5 2000.0 200.0 44.28 43.68  0.99 TC 
C-C-3 20 30 0.52 23.6 2000.0 200.0 44.76 43.30  0.97 TC 
C-C-4 20 30 0.52 27.2 1000.0 200.0 60.66 54.87  0.90 TC 
C-C-5 20 30 0.75 28.0 1000.0 200.0 56.03 54.64  0.98 TC 

[22] 

T/C150-2 20/70 70/15 0.36 37.5 1060.0 200.0 64.89 76.77  1.18 TC 
T/C150-4 20/70 70/15 0.52 37.5 1060.0 200.0 145.69 146.89  1.01 TC 
T/C100-4 20/70 70/10 0.63 37.5 1060.0 200.0 104.63 123.23  1.18 TC 

R/C-2 20 35 0.47 40.5 1060.0 200.0 57.33 71.05  1.24 TC 
R/C-4 20 35 0.79 40.5 1060.0 200.0 124.60 136.60  1.10 TC 

[23] 

II 20 21 2.70 31.3 700.0 35.6 34.19 36.84  1.08 CC 
III 20 26 0.98 31.3 886.0 43.4 45.13 47.67  1.06 CC 
IV 20 30 0.95 40.7 700.0 35.6 59.19 69.84  1.18 CC 
V 20 25 2.27 40.7 700.0 35.6 57.00 63.54  1.11 CC 

[24] 

C-212-D1 14 19 0.85 59.8 1353.0 63.3 38.20 27.13  0.71 CC 
C-216-D1 14 19 1.51 56.3 995.0 64.2 45.06 34.09  0.76 CC 
C-316-D1 14 19 2.27 55.2 995.0 64.2 49.38 39.75  0.80 CC 
C-212-D2 16 19 0.74 39.6 1353.0 63.3 27.69 21.64  0.78 CC 
C-216-D2 16 19 1.32 61.7 995.0 64.2 42.15 29.17  0.69 CC 
C-316-D2 16 19 1.98 60.1 995.0 64.2 43.20 34.07  0.79 CC 

[25] 
GS1 20 30 1.65 28.0 736.0 46.0 60.20 62.59  1.04 CC 
GS2 20 30 1.65 26.0 736.0 46.0 49.00 50.70  1.03 CC 
CS1 20 30 0.59 26.0 1392.0 116.0 51.80 58.99  1.14 CC 

[26]* 

B4 15.24 15.24 0.27 51.7 1899.9 140.0 12.60 13.84  1.10 TC 
B5 15.24 15.24 0.27 48.0 1899.9 140.0 10.15 13.76  1.36 TC 
B6 15.24 15.24 0.27 45.9 1899.9 140.0 12.87 13.73  1.07 TC 
B7 15.24 15.24 0.43 49.3 1899.9 140.0 17.10 18.49  1.08 CC 
B8 15.24 15.24 0.43 51.1 1899.9 140.0 16.92 18.45  1.09 CC 
B9 15.24 15.24 0.43 53.3 1899.9 140.0 16.58 18.21  1.10 CC 
B10 15.24 15.24 0.61 53.4 1899.9 140.0 17.85 20.74  1.16 CC 
B11 15.24 15.24 0.61 55.0 1899.9 140.0 17.61 20.59  1.17 CC 
B12 15.24 15.24 0.61 43.9 1899.9 140.0 17.51 19.52  1.12 CC 

[27] 

AF2T1 15 30 0.35 42.8 1759.6 53.0 44.17 46.58  1.05 CC 
BF3T1 15 30 0.52 85.8 1759.6 53.0 59.46 60.81  1.02 CC 
CF3T1 15 30 0.52 85.6 1759.6 53.0 67.21 60.75  0.90 CC 
DF2T1 15 30 0.35 84.5 1759.6 53.0 48.06 50.28  1.05 CC 
DF3T1 15 30 0.52 84.5 1759.6 53.0 62.77 60.40  0.96 CC 
DF4T1 15 30 0.70 84.5 1759.6 53.0 60.02 62.06  1.03 CC 
DF3T2 15 30 0.52 84.5 1759.6 53.0 62.41 60.40  0.97 CC 
DF3T3 15 30 0.52 84.5 1759.6 53.0 60.80 60.40  0.99 CC 
DS4T2 15 30 1.79 84.5 1759.6 53.0 107.20 89.01  0.83 CC 

[28]* 

B1T1 15/91 46/7.6 1.07 38.6 620.0 40.0 111.85 106.63  0.95 TC 
B2T1 15/76 46/7.6 1.17 35.2 620.0 40.0 107.79 106.58  0.99 TC 
B3C1 15/46 45/6.4 4.31 21.4 620.0 40.0 203.37 208.13  1.02 CC 
B4T1 15/107 45/6.4 1.27 18.6 620.0 40.0 156.60 144.44  0.92 TC 
B3C2 15/61 37/6.4 3.73 21.4 620.0 40.0 223.71 198.51  0.89 CC 
B1T2 15/91 38/7.6 1.83 38.6 620.0 40.0 213.54 248.59  1.16 TC 
B2C1 15/76 38/7.6 2.57 35.2 620.0 40.0 244.05 297.66  1.22 CC 
B4C1 15/107 37/6.4 3.31 18.6 620.0 40.0 244.05 275.70  1.13 CC 

Table 1 – Continued… 
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Ref. Beam Geometrical features Materials (MPa)  Ultimate Moments (kNm) Failure b (cm) h(cm) ρf (%) f'c ffu 10-3 Ef Mexp Mth  Mth/Mexp 

[29] 

GB1-1 18 30 0.47 35.0 695.0 40.0 60.00 44.82  0.75 TC 
GB1-2 18 30 0.47 35.0 695.0 40.0 59.00 44.82  0.76 TC 
GB2-1 18 30 0.71 35.0 695.0 40.0 65.00 60.69  0.93 CC 
GB2-2 18 30 0.71 35.0 695.0 40.0 64.30 60.69  0.94 CC 
GB3-1 18 30 0.94 35.0 695.0 40.0 71.00 63.27  0.89 CC 
GB3-2 18 30 0.94 35.0 695.0 40.0 70.50 63.27  0.90 CC 

*Direct tensile tests not performed by the authors, FRP properties provided by the manufacturer, TC = Tension-controlled; CC = Compression-controlled 

8.3 Examples considering different design scenarios 
Since there are several approaches to compute the required FRP area, Table 2 describes the design of the same T-

shape section illustrated in Figure 12, considering all the possibilities presented in Section 4. The approach 1A and 1B 
refer to the first scenario, considering the concrete linear and non-linear behavior, respectively. In turn, 2A indicates 
concrete linearity and x < hf, whereas 2B, non-linearity. Additionally, both 2C and 2D refer to x ≥ hf with concrete 
behaving linear and non-linear, respectively. Regarding the third scenario, the approaches 3A and 3B refer to λux < hf 
and λux ≥ hf, respectively; whereas the only possibility for the fourth scenario, 4A, corresponds to λuxb ≥ hf and Md ≥ 
Mb. 

Table 2. Definition of the failure mode corresponding to all design approaches previously described 

Case FRP ffu* (MPa) Exposition Ef (GPa) fck (MPa) Md (kNm) xb (cm) Mb (kNm) Failure Mode 
1A Aramid 2540 No 125 80 2100 14.1 5276.5 TC 
1B Carbon 3690 No 150 60 1820 11.9 4088.2 TC 
2A Glass 683 Yes 51 65 962.7 24.8 5144.1 TC 
2B Glass 600 No 51 40 759.4 29.3 3575.6 TC 
2C Carbon 1300 Yes 145 90 1820 26.6 6142.7 TC 
2D Aramid 2300 Yes 100 20 1582 17.8 1629.0 TC 
3A Carbon 3000 No 120 80 4340 10.7 4149.0 CC 
3B Carbon 3690 Yes 180 90 5670 13.9 5444.6 CC 
4A Aramid 1800 Yes 70 20 1820 16.3 1606.2 CC 

Regarding the cases 1A and 1B, the results showed that the balanced block is located on the flange when high-
performance concretes are used in conjunction with FRP rebars exhibiting large ultimate strains. If the cross-section is 
tension-controlled, the concrete linear stress-strain relationship is more likely to apply if the applied bending moment 
is considerably lower than the balanced one, especially if high-performance concretes are used. 

In contrast, the second scenario is characterized by the use of FRP with low deformability compared to first scenario. 
As a result, the balanced block reached the web. However, since the design bending moments regarding 2A and 2B are 
significantly lower than the balanced ones, their respective stress blocks fell on the flange. Even though the design 
moments corresponding to 2C and 2D are lower than the balanced ones, their respective neutral axes are positioned on 
the web. However, the linear approach applied only for 2B. 

Alike the possibilities 1A and 1B, the association of high-performance concretes with large deformability FRP 
caused the balanced block to reach only the flange for cases 3A and 3B. In contrast, the applied moments are higher 
than the balanced ones, making stresses blocks fall on the flange and web, respectively. Regarding 4A, the association 
of concrete and FRP is similar to that of scenario 2, with the balanced block reaching the web. 

The design for the ultimate limit state and verification for creep rupture are described in Table 3. The adjustments 
in AFRP and GFRP areas for 1A, 2A and 2B resulted in deeper neutral axes xadj and increased top concrete strains εc, 
not reducing the reinforcement strains εf. As a result, the cross-section curvatures φ slightly increased, improving 
ductility. The CFRP RC compression-controlled sections 3A and 3B, in turn, exhibited the largest curvatures while the 
tension-controlled 2C, the smallest. 

Since the cross-sections 2A, 2B and 2C are tensile-controlled with small curvatures, the designer may either increase 
the amount of reinforcement up to the balanced area Ab or decrease the compressive strength fck, which would lead to 
larger curvatures. However, if the section becomes compression-controlled, a further increase in Af or decrease in fck 
would deepen the neutral axis and reduce the FRP strain, leading to smaller curvatures. 

Table 1 – Continued… 
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Table 3. Design for the ultimate limit state and checking for creep rupture for all approaches 

Case x (cm) Af (cm2) Mapc (kNm) ffs (MPa) Aadj (cm2) Ab (cm2) Failure xadj (cm) εc (‰) εf (‰) Mr (kNm) 103φ (rad/m) 
1A 5.3 13.0 1010 841.4 16.7 35.3 TC 6.8 1.10 14.1 2678.3 0.17 
1B 5.1 7.3 810 1244 7.3 16.9 TC 5.1 1.15 18.9 1820.0 0.22 
2A 8.6 30.0 325 122 38.7 166.5 TC 9.7 0.87 7.21 1233.4 0.09 
2B 2.9 23.2 360 175.5 43 116.4 TC 5.5 0.47 7.24 1394.4 0.09 
2C 11.6 23.5 880 431 23.5 81.2 TC 11.6 0.92 6.21 1820.0 0.08 
2D 14.7 13.2 549 477 13.2 13.6 TC 14.7 2.76 14.15 1582.0 0.19 
3A 11.3 23.1 1700 841.9 23.1 20.9 CC 11.3 2.60 18.22 4340.0 0.23 
3B 16.3 31.5 3350 1307.4 31.5 25.0 CC 16.3 2.6 11.78 5670.0 0.16 
4A 31.9 49.2 1090 279 49.2 17.1 CC 31.9 3.5 6.39 1820.0 0.11 

9 CONCLUSIONS 
This paper implemented the FRP mechanical properties provided by ACI 440.1R-15 [3] to the Brazilian code NBR 

6118:2014 [9], developing the equations for the design of T-shape sections reinforced by FRP rebars. The deduced 
formulations accounted for all possibilities of neutral axis position, failure mode and concrete behavior, which resulted 
in a design applet that calculates the FRP area based on the ultimate limit state for flexure and creep rupture. 

The design procedures were validated by comparing the predicted flexural capacities with experimental results 
available in the literature for 125 beams. The average ratio between computed and experimental ultimate moments 
corresponds to 1.0006 with mean deviation of 0.10 and R2 = 0.962, which suggests efficacy of the proposed 
methodology to compute the required amount of flexural FRP reinforcement given a design bending moment. 

In conclusion, since there is no guideline deeply addressing the design of T-shape beams reinforced by FRP rebars, 
the presented design approaches can help students and engineers to understand how these members behave, considering 
different combinations of FRP and concrete grades. Therefore, they are able to elect the ones that provide the best 
results in terms of ductility, flexural strength and economical solutions. 
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Abstract: Highway bridges are usually subjected to random dynamic actions of variable magnitude due to 
vehicles convoys crossing on the bridge pavement deck along their service life. In this context, the asphalt 
pavement deteriorated road surface condition represents a key issue to assess the bridge displacement and 
stress values. This way, this research work aims to develop an analysis methodology in order to assess the 
dynamic structural behaviour of steel-concrete composite highway bridges including the vehicles convoys 
dynamic actions and the pavement progressive deterioration effect. The conclusions of this investigation have 
indicated that the displacements and stresses values are considerably higher, with relevant amplifications up 
to four times, when the road pavement deterioration effect is considered in the bridge dynamic analysis. 

Keywords: steel-concrete highway bridges, dynamic structural analysis, pavement progressive deterioration 
effect, finite element modelling. 

Resumo: As pontes rodoviárias geralmente estão sujeitas a ações dinâmicas aleatórias de magnitude variável 
devido aos comboios de veículos que cruzam o tabuleiro da ponte ao longo de sua vida útil. Diante deste 
contexto, a condição de deterioração da superfície do pavimento asfáltico da estrutura torna-se relevante para 
avaliar os valores de deslocamentos e tensões. Deste modo, este trabalho de pesquisa tem como objetivo 
desenvolver uma metodologia de análise para avaliação da resposta estrutural dinâmica de pontes rodoviárias 
mistas (aço-concreto), considerando-se as ações dinâmicas oriundas do tráfego de comboios de veículos sobre 
a superfície irregular, além do efeito da deterioração progressiva da superfície do pavimento. As conclusões 
desta investigação indicam que os valores de deslocamentos e tensões são consideravelmente superiores, com 
amplificações de até quatro vezes, quando o efeito da deterioração do pavimento da pista é considerado na 
análise dinâmica da ponte. 

Palavras-chave: pontes rodoviárias mistas (aço-concreto), análise estrutural dinâmica, efeito da deterioração 
progressiva do pavimento, modelagem em elementos finitos. 
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1 INTRODUCTION 

During the life cycle of a bridge, dynamic impacts related to random traffic loads and deteriorated road surfaces can 
induce significant increase of the displacements and stress values. These dynamic actions can generate the nucleation 
of fractures or even their propagation on the bridge deck. This is a relevant problem, especially in regions where road 
maintenance is not effective, causing premature deterioration of the bridge’s superstructure and pavement [1]. 
Considering the relevance of this scenario, the scientific community has initiated a continuous effort since the middle 
80’s, associated to the assessment of the dynamic effects due to vehicles traffic on bridge irregular pavement surfaces. 

Several research works have been developed [1]–[4] and it was made evident that the effects due to the dynamic 
interaction between the vehicle’s wheels and the irregular pavement surface can be much more important than those 
produced by the vehicle’s smooth movement [2]. The poor road-roughness levels could lead to high amplifications and 
in some cases, these effects are even larger than those due to the vehicle’s static presence, increasing drastically with 
the decrease of the pavement surface quality [2]. 

Thus, approaches based on the use of a unique road-roughness level for the entire bridge life cycle can lead to 
unrealistic results or over-conservative life process whether an excellent or poor roughness level is adopted, 
respectively. It is necessary and more realistic to consider the influence of the progressive degradation of the road 
surface roughness based on the use of a vehicle-bridge interaction model. This influence was considered in the research 
works developed by Zhang and Cai [3], [5] conducting to more realistic estimations. 

This way, having these thoughts in mind, in this paper an analysis methodology is developed in order to assess the 
steel-concrete composite highway bridge decks dynamic structural behaviour due to the vehicles crossing on the rough 
pavement surfaces, defined by a probabilistic model, considering the dynamic actions of vehicles convoys and also the 
progressive pavement surface deterioration effect [1]. 

Therefore, the studied structural model corresponds to a typical steel-concrete composite highway bridge deck, with 
straight axis, simple supported and spanning 13.0 m by 40.0 m [6]. The developed numerical model adopted the usual 
mesh refinement techniques present in Finite Element Method (FEM) simulations implemented in the ANSYS [7] 
program. 

Initially, the investigated bridge road surface roughness was defined based on the use of the Power Spectral Density 
(PSD) function, as an expression of the road surface random irregularities. The road surface roughness was assumed as 
a zero-mean stationary Gaussian random process [2]. After that, a complete mathematical formulation associated to the 
bridge road pavement progressive deterioration effect, along the time, was investigated [1]. 

This way, the bridge dynamic structural response is obtained by the integration of its equations of motion, in the 
time domain, considering the excitation produced by the vehicles traffic on the bridge deck irregular pavement surface, 
incorporating the pavement progressive deterioration effect [1], [2]. 

The bridge dynamic structural response was investigated through an extensive parametric study based on the 
calculated displacements and stresses values. This way, response spectra were generated considering the vehicles 
convoys velocities between 20 km/h and 80 km/h, and the increases on different levels of vehicles traffic on the deck 
structure along of a period of 15 years, aiming to investigate the road pavement progressive deterioration effect on the 
bridge dynamic response. 

The main conclusions of this this research work focused on alerting structural engineers to the possible distortions 
associated with the steel-concrete composite bridge dynamic structural response, when subjected to dynamic actions 
due to vehicle convoys on the irregular pavement surface. The results have indicated that the displacements and stresses 
values were considerably higher, with relevant amplifications up to four times, when the road pavement deterioration 
effect was considered in the bridge dynamic analysis. 

2 VEHICLES MATHEMATICAL MODELLING 

The truck adopted in this work is presented in Figure 1a, and is one of the most common vehicles used in Brazilian 
roads [8], but other types are available [9]. The developed two-axle truck structural-mechanical mathematical model is 
shown in Figure 1b. The vehicle dynamic properties were determined based on experimental tests [10], and the vehicle 
mathematical model presents four degrees of freedom: three translations and one rotation. The dynamic properties 
(mass, damping and stiffness), including the truck tires and suspensions are listed in Table 1. 
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Figure 1. Model of the two-axle truck prototype. 

Table 1. Dynamic properties of the vehicle (2C vehicle: 2 axles). 

Parameter 1st Axle 2nd Axle Units 
Suspension spring stiffness (kv) 864 2,340 kN/m 

Tire spring stiffness (kp) 1,620 6,720 kN/m 
Suspension mass (mp) 635 1,066 kg 

Total mass (m) 20.3 t 
Truck body mass (ms) 18,599 kg 
Natural frequencies (f) [1.17 ; 2.08 ; 10.00 ; 14.73] Hz 

3 MODELLING OF THE ROAD SURFACE ROUGHNESS 
The road surface roughness is generally defined as an expression of road surface irregularities and it is the primary 

factor affecting the dynamic response of both vehicles and bridges [2], [10]. Based on the studies carried out by Dodds 
and Robson [11], the road surface roughness was assumed as a zero-mean stationary Gaussian random process and it 
can be generated through an inverse Fourier transformation as shown in Equation 1. 

r(x) = ∑ �2 ∆Ω Gd(Ωi)N
i=1  cos (2π Ωi x + θi) (1) 

where θi = random phase-angle uniformly distributed from 0 to 2π; Gd(Ω) = Power Spectral Density (PSD) function 
(cm3/cycle); and Ωi = wave number (cycles/m). 

The PSD function for road surface roughness was developed by Dodds and Robson [11] as presented in Equation 2. 

Gd (Ωi) = Gd (Ω0) � Ω
 Ω0 
�
−2

  (2) 

where Ω = spatial frequency of the pavement harmonic i (cycles/m); Ω0 = discontinuity frequency of 1/2π (equal to 1 rad/m); 
and Gd(Ω0) = road roughness coefficient (m3/cycle), also called RRC, whose value is chosen depending on the road class 
presented in Table 2, EN 1991-2 (Annex B) [12]. 

Table 2. Average values of Gd (Ω0) for different levels of road quality (in cm3) [12]. 

Road class Road quality level Gd (Ω0): lower Gd (Ω0): mean Gd (Ω0): upper 
A Excellent - 1 2 
B Good 2 4 8 
C Average 8 16 32 
D Poor 32 64 128 
E Very poor 128 256 512 
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4 PAVEMENT PROGRESSIVE DETERIORATION EFFECT MODELLING 
In this work a mathematical formulation associated to the bridge road pavement progressive deterioration effect was 

investigated. This way, in order to consider the road surface damages from loads or corrosions, a progressive 
deterioration model for the road-roughness is necessary when generating the random road profiles. Thus, Paterson and 
Attoh-Okine [13] have developed a model considering the International Roughness Index (IRI) with the values at any 
time after the service of the road surface being calculated, see Equation 3. 

IRIt = 1.04eηt [ IRI0 + 263 (1+ SNC)-5 (CESAL)t] (3) 

where IRIt = IRI value at time t; IRI0 = initial roughness value directly after completing the construction and before 
opening to traffic; t = time in years; η = environmental coefficient; SNC = structural number; and (CESAL)t = estimated 
number of traffic in terms of AASHTO 80-kN (18-kip) cumulative equivalent single axle load at time t, in millions. 

The initial IRI0 is modified from one region to another depending on the specifications adopted in each country 
for road constructions. In this work the adopted values was equal to 0.90 m/km. The environmental coefficient, 
η, varies from 0.01 to 0.7 and depends on dry/wet, freezing/non-freezing conditions. The value usually adopted 
is equal to 0.10 for bridges exposed in general environment conditions. Structural number, SNC, is associated to 
a parameter that is calculated from data on the strength and thickness of each layer in the pavement, adopted equal 
to 4 in this analysis. To estimate the traffic number in terms of AASHTO 80-kN (18-kip), the Equation 4 was 
used. 

(CESAL)t = fd ntr(t) FEi 10-6 (4) 

where fd = design lane factor; ntr(t) = cumulated number of truck passages for the future year t, estimated using 
Equation 5; and FEi = load equivalency factor for axle category i, calculated following the rules of AASHTO Guide 
for Design of Pavement Structures [14]. 

Due to the yearly traffic increase, the CESAL parameter is modified resulting in a change of the progressive 
deterioration function. Kwon and Frangopol [15], based on the Average Daily Truck Traffics (ADTTs) and 
traffic increase rate per year, also estimated the cumulated number of truck passages for the future year t using 
Equation 5. 

ntr(t) = Nobs �(1 + α)t - 1
  ln (1+ α) 

� (5) 

where subscript “tr” means trucks only; t = number of years; Nobs = total number of vehicles at first year, considered 
equal to 50,000, due to the localization of the bridge within a local road with a low traffic of trucks [12]; and 
α  =  traffic increase rate per year. In this research work the traffic increase rate per year was adopted equal to 0%, 
3% and 5%. 

The IRI formulation was developed in 1986 and is used to define the longitudinal profile of a travelled 
wheel track [16]. This coefficient (IRI) is based on the average rectified inclination (ARS), which is a filtered 
ratio of the accumulated movement of the standard vehicle suspension divided by the distance travelled by the 
vehicle during the measurement. According to Sayers et al. [17], since the World Bank published a technical 
report for conducting and calibrating the roughness measurements, IRI started to be used as a worldwide 
standard method for analysing the road longitudinal profile [1], [4]. 

Alternatively, the International Organization for Standardization [18] used RRC to define the road-roughness 
classification, and the ranges are listed in Table 3. This coefficient (RRC) was created to relate the tire characteristics 
to the road rolling resistance. Several correlations have been developed between the IRI and RRC indexes [19], [20]. 
Based on the corresponding ranges of the road-roughness coefficient and the IRI value [20], a relationship between IRI 
and RRC is used in the present study as shown in Equation 6. 

RRCt = Gd(Ω0)t = 6.1972 × 10-9 × exp [ IRIt / 0.42808] + 2×10-6 (6) 
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Table 3. RRC Values for road-roughness classification [18]. 

Road-roughness classification Ranges for RRCs 
Very good 2×10-6 to 8×10-6 

Good 8×10-6 to 32×10-6 
Average 32×10-6 to 128×10-6 

Poor 128×10-6 to 512×10-6 
Very poor 512×10-6 to 2048×10-6 

In sequence, Figure 2 presents a general flowchart for the pavement progressive deterioration mathematical 
modelling investigated in this research work, indicating the used equations and a logical sequence of application. 

5 INVESTIGATED HIGHWAY BRIDGE 
In this work, a typical simply supported steel-concrete composite highway bridge designed in accordance with 

AASHTO LRFD [21] and NBR 16694 [22] design specifications was investigated. The selected case study is a good 
representative of real simply-supported highway bridges with straight axis and spanning 13 m by 40 m [6]. The 
structural system is constituted by four composite girders and a 0.225 m thick concrete slab. In order to prevent web 
buckling, steel plate stiffeners are welded along the steel girders with 1880 mm spacing at the span-sections and 1200 
mm spacing at the support-sections. Steel plate stiffeners were also adopted above the girder supports. Two different 
cross sections were adopted along the longitudinal composite beams, designated as support cross-section and span 
cross-section. The bridge structural system comprises cross diaphragms like steel trusses. The diaphragms are made of 
equal angle profiles with 10 mm wall thickness, see Figures 3 to 5. 

 
Figure 2. General flowchart used for the pavement progressive deterioration modelling. 
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Figure 3. Simply supported steel-concrete roadway bridge: overall view. 

 
Figure 4. Bridge section at the support: units in millimetres [6]. 

The steel sections are composed by welded wide flanges made with A588 steel with 350 MPa yield strength and 
485 MPa ultimate tensile strength. A 2.05×105 MPa Young’s modulus with 0.3 Poisson’s ratio and 7,850 kg/m3 material 
density was adopted for the steel girders. The concrete slab has a density of 2,500 kg/m3, 25 MPa compression strength 
and 3.05×104 MPa of Young’s modulus, with 0.2 Poisson’s ratio. 

 
Figure 5. Bridge steel girder’s top view: units in millimetres [6]. 
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6 STEEL-CONCRETE COMPOSITE BRIDGE FINITE ELEMENT MODELLING 
The numerical model developed for the steel-concrete composite bridge dynamic analysis adopted the usual mesh 

refinement techniques present in finite element method simulations implemented in the ANSYS [7] computational 
program, see Figure 6. The bridge girders top and bottom flanges, the girders web and the longitudinal and vertical 
stiffeners were represented based on the use of shell finite elements (SHELL63). The bridge concrete slab was simulated 
by solid finite elements (SOLID45). The transverse steel bracing systems were simulated by beam finite elements 
(BEAM44). The developed bridge finite element model used 17,542 nodes, 16,112 elements, which resulted in a 
numeric model with 105,252 degrees of freedom. 

The strain compatibility between the solid elements (concrete slab) and the shell elements (steel plate girders) was 
guaranteed by coupling the corresponding degrees of freedom, simulating the composite bridge decks’ full interaction. 
The damping ratio was assumed to be 0.005 (ξ = 0.5%), as stated by EN 1991-2 [12] for steel and steel-concrete 
composite bridges. In sequence, Figure 6 illustrates the investigated highway bridge finite element model. The 
investigated steel-concrete composite bridge natural frequencies (eigenvalues) and vibration modes (eigenvectors) have 
been determined based on numerical methods of extraction (modal analysis), through a free vibration analysis and using 
the ANSYS program [7]. The associated bridge main global vibration modes are shown in Figure 7. 

 
Figure 6. Finite element model of the roadway bridge. 

 
Figure 7. Investigated bridge global vibration modes. 
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7 MODELLING OF THE VEHICLE-BRIDGE DYNAMIC INTERACTION 
The moving load is modelled by an infinite series of equal vehicles, regularly spaced, and running at constant 

velocity, υ. If “L” is the distance between two successive vehicles and if these cars enter the bridge deck one by one, a 
time repeated movement variation governed by the frequency, f = υ/L, is created, and is associated with the vehicle 
movement on the bridge [2]. After a certain time period, t1, named “crossing period”, the first convoy vehicle reaches 
the far end of the bridge and from this instant on the total mass of the vehicles on the bridge remains practically constant, 
considering the condition that the distance L is sufficiently small. Under these conditions the bridge will soon reach a 
steady-state response situation, which includes the repetition of the maximum values [2]. 

The mathematical model simulates the bridge structure and the vehicle series as a system, the “vehicle-bridge 
system”. In this system, the vehicle series and the bridge deck form just one system. Consequently, its frequencies are 
modified by the vehicle properties and the vehicle-bridge dynamic interaction force incorporates the bridge flexibility 
influence. The effect of the pavement roughness is introduced in the vehicle-bridge system equations of motion as a 
load vector analogous to what would be considered if the vehicle was subjected to a base movement equal to the 
irregular pavement profile [2]. 

The bridge dynamic response was obtained by the integration of its equations of motion, in the time domain, 
considering the excitation produced by the vehicles convoys’ traffic on the bridge deck irregular pavement surface, 
taking into account the pavement progressive deterioration effect [1], [2]. The interaction force vector, F(t), is modified 
throughout time and, for each time interval (or “steps”), a dynamic force is applied on the bridge deck. The dynamic 
loading position changes according to the positions of the vehicles on the bridge deck, and the generated time function 
has a space and time description. This procedure encompasses the actual bridge structural response, where the dynamic 
loads can induce displacements and stresses greater than the maximum bridge response values. 

8 PAVEMENT PROGRESSIVE DETERIORATION ANALYSIS 
The road-roughness classification is defined in accordance with ISO 8608 [18] (Table 3) and Figure 8 illustrates 

RRC values calculated from Equation 6. The presented results are classified as very good for the first 10 years, as the 
RRC value is less than 8 × 10-6 (see Table 3). After 11 and 12 years of the pavement deterioration, the roughness is 
classified as good for the three investigated scenarios. The roughness after 13 years is classified as average for all 
studied traffic increase values, and also for α = 0% and α = 3% after a 14 years period. However, considering the age 
of 14 years onwards, the pavement is considered poor for a 5% increase in traffic and, after 15 years, the roughness 
rating is poor for all analysed scenarios. 

 
Figure 8. Deterioration of road-roughness condition in terms of ln(RRC×106). 

9 DYNAMIC LOADINGS APPLICATION STRATEGY 
In this study, the dynamic actions on the bridge are considered due to vehicle convoy’s traffic on the irregular 

pavement surface and the effect of the pavement progressive deterioration, taking into account the road surface 
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damages. The vehicles passage on the bridge deck may have different velocities and can be randomly or simultaneously 
located in different traffic lanes. 

The dynamic loads on the bridge deck can be assumed as a series of identical vehicles [1]–[5] or even the passage 
of one vehicle at time and different vehicle configurations [10], [23]. In this research work it must be emphasized that 
the adopted dynamic loads application strategy, based on the use of a series of identical vehicles positioned in one 
bridge deck traffic lane, is relevant to allow the highway bridge decks steady-state response assessment. This way, the 
bridge deck width was divided in three equal lanes adopted for the vehicles traffic simulation, discounting the two New 
Jersey barriers widths, see Figure 9. 

Moreover, the vehicles were positioned at the centre of the traffic lanes, having in mind each studied loading 
situation. Thus, the vehicle convoys are crossing the bridge deck with constant velocity up to a specified number of 
crossings (defined as t/t1), which assumed in this work to be 10 (t/t1 = 10). The spacing between the single axle and the 
double wheel single axle of two consecutive vehicles was limited by the bridge length and by a minimum space between 
consecutive vehicles (L = 11 m), as presented in Figure 10. 

 

Figure 9. Vehicle convoys on the bridge deck: central traffic lane. 

 

Figure 10. Vehicle convoys spacing: three vehicles. 

10 BRIDGE RESPONSE SPECTRA ASSESSMENT 

Aiming to assess the steel-concrete composite bridge dynamic structural behaviour, several response spectra were 
generated for each traffic condition (Figures 10 to 12). To do this, the vehicles velocities vary from 20 km/h to 80 km/h 
(intervals of 10 km/h), resulting in seven different velocities in each spectrum. Furthermore, for each considered vehicle 
velocity three different traffic increase levels were analysed in this study. This way, response spectra were generated 
to study the global bridge dynamic structural response, as presented in Figure 11. 

Therefore, first of all, it is noteworthy that along the bridge dynamic analysis (forced vibration analysis) the 
following results considered the situation without the bridge deck pavement deterioration (t = 0), and also for t = 11 
years and t = 15 years, that characterize the change in RRC (see Table 3), to a road-roughness classification from very 
good to good and from average to poor, respectively, as shown in Figure 8. 

 4 m            11 m              4 m            11 m             4 m 
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Figure 11. Response spectra: translational vertical displacements (see Figure 9). 

The bridge response spectra illustrated in Figure 11 presents two main energy transfer peaks: the first peak of greater 
magnitude is associated with the vehicles traffic velocity of 70 km/h, and the other one is related to the velocity of 30 
km/h. The most important peak (υ = 70 km/h) is associated with the dynamic excitation frequency (vehicles convoy 
crossing frequency on the bridge deck) equal to 1.30 Hz (f = υ/L = 70/3.6/15 = 1.30 Hz), due to the mobility between two 
single axles spaced by 15 m and corresponding to consecutive vehicles (see Figure 10). This way, this dynamic excitation 
frequency mobilizes the second harmonic (2.60 Hz), associated to the bridge fundamental frequency (f01 = 2.97 Hz), close 
to the structure resonance frequency range. 

On the other hand, the energy peak transfer (υ = 30 km/h), see Figure 11, is related to the dynamic excitation 
frequency (vehicles convoy crossing frequency on the bridge deck) equal to 0.76 Hz (f = υ/L = 30/3.6/11 = 0.76 Hz), 
due to the mobility between the vehicles single directional axis and the double wheels single axis associated to two 
consecutive vehicles spaced by 11 m (see Figure 10). This way, this dynamic excitation frequency mobilizes only the 
fourth harmonic (3.04 Hz), associated to the bridge fundamental frequency (f01 = 2.97 Hz), close to the bridge resonance 
frequency range. For this reason, the peak associated with the velocity of 30 km/h is smaller than the one associated 
with the velocity of 70 km/h. 

It must be emphasized that all the response spectra resonance peaks, presented in Figure 11, are related to the 
proximity of the excitation frequency produced by the vehicles convoy passage on the bridge deck and the natural 
frequencies of the system (vehicle-pavement-bridge system), having in mind the investigated traffic conditions, see 
Figure 9. In sequence, the investigated steel-concrete composite bridge maximum vertical translational displacements 
values are presented in Table 4. 
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Table 4. Translational vertical displacement values (see Figure 9). 

Maximum displacements (mm): bridge central section 
Velocity Without α = 0% α = 3% α = 5% 
(km/h) deterioration t = 11 t = 15 t = 11 t = 15 t = 11 t = 15 

20 6.54 7.53 14.40 7.63 15.40 7.66 16.37 
30 7.15 9.62 24.25 9.78 26.19 9.89 27.88 
40 6.49 7.98 16.92 8.12 18.72 8.25 21.12 
50 6.73 7.5 14.54 7.58 15.54 7.65 16.46 
60 6.83 8.35 17.58 8.45 18.92 8.53 20.15 
70 7.3 10.05 26.62 10.24 28.97 10.4 31.15 
80 6.66 8.33 18.32 8.45 19.73 8.54 21.04 

11 STUDY OF THE PAVEMENT PROGRESSIVE DETERIORATION EFFECT 
In this section, aiming to study the bridge general global behaviour, based on the pavement progressive deterioration 

progressive mathematical model, it was adopted the loading case considering the vehicles convoys positioned on the 
traffic central lane (Figure 9). This way, based on the bridge response spectra results (Figure 11), two velocities are 
considered in this analysis: 30 km/h and 70 km/h. 

On the other hand, three scenarios of traffic increase (α = 0%, 3% and% 5%) are studied for a 15-year period, 
resulting in 90 different situations. Thus, Figures 12 and 13 present the progressive deterioration progressive effect, 
based on the displacements and stresses values analysis related to the investigated bridge central section. 

 

Figure 12. Pavement progressive deterioration effect: υ = 30 km/h (traffic central lane). 
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Figure 13. Pavement progressive deterioration effect: υ = 70 km/h (traffic central lane). 

Based on the Figures 12 and 13 results, it must be emphasized that over time, as the bridge deck pavement deterioration 
process increases, the calculated vertical translational displacements and stresses are higher. Considering the vehicle 
velocity of 30 km/h (υ = 30 km/h), after 15 years of deterioration, the displacement values exceed more than three times 
when compared to those associated to the pavement without deterioration (t = 0). On the other hand, when the velocity of 
70 km/h (υ = 70 km/h) is investigated this value is up to four times higher, see Figure 12a and Figure 13a. 

The same scenario can be observed when the stresses values are analysed, based on the bridge dynamic response 
and having in mind the pavement deterioration process. Over the years, the stresses values in the bridge G1 and G2 
girders are up to three times higher than those obtained without deterioration (t = 0), when the vehicles velocity is equal 
to 30 km/h (υ = 30 km/h), and up to four times higher for 70 km/h (υ = 70 km/h), than those found without deterioration 
(t = 0), see Figures 12b and 12c and also Figures 13b and 13c. 

Finally, based on the response spectra investigation, the bridge dynamic response maximum effects (displacements 
and stresses) occurs when the vehicles velocity is equal to 70 km/h (υ = 70 km/h), and the displacements and stresses 
values, after 15 years of pavement deterioration, are up to four times higher than those found without deterioration (t = 0). 
These results clearly indicate the relevance of considering the pavement deterioration effect, when the highway bridges 
structural behaviour subjected to dynamic loads is investigated. 

CONCLUSIONS 
In this research work an assessment of steel-concrete composite highway bridge decks dynamic structural behaviour 

is presented, considering the road surface roughness pavement progressive degradation effect, and based on the use of 
a vehicle-bridge-pavement interaction model. 

The main objective was to determine the displacements and stresses values considering the vehicles convoys’ traffic 
on the bridge deck taking to account the irregular pavement surface progressive deterioration up to 15 years of the 
structure service life. This way, having in mind the steady-state response assessment, in this research work the dynamic 
loads on the bridge deck were assumed as series of three 2C vehicles, regularly spaced and moving at constant velocity, 
and three different scenarios of traffic increase (α = 0%, 3% and 5%) were considered in this investigation. 
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The main conclusions of this work focused on alerting structural engineers to the possible distortions associated 
with the steel-concrete composite bridge dynamic structural response, when subjected to dynamic actions due to vehicle 
convoys traffic on the irregular pavement surface, considering the progressive deterioration along the time. This way, 
the following conclusions can be drawn from the results presented in this study: 
1.  The vehicles velocities affect the bridge dynamic structural response (displacements and stresses values). In all 

investigated loading situations, the structure dynamic response was modified when the vehicle velocity was 
changed. 

2.  The vehicles traffic configurations present significant influence on the bridge displacements and stresses values. 
These positions vary according to the vehicles transverse location and spacing between vehicles on the bridge deck. 
It must be emphasized that these vehicles convoy’s configurations are directly related to the dynamic excitation 
frequency (vehicles convoy passage on the bridge), which can induce a resonance condition. 

3.  The road-roughness condition directly influences the investigated steel-concrete composite highway bridge dynamic 
structural response. It must be emphasized that over time, as the bridge deck pavement deterioration process 
increases, the calculated vertical translational displacements and stresses values are higher than the bridge pavement 
is found without deterioration (t = 0). 

4.  Based on the traffic rates increase (α = 0% to α = 5%), after 15 years of the bridge road pavement deterioration, the 
displacement and stresses values exceed up to four times when compared to those calculated when the bridge 
pavement is assumed without deterioration (t = 0). The results obtained in this paper clearly indicate the relevance 
of considering the bridge pavement progressive deterioration effect, when the dynamic structural behaviour is 
investigated. 
Finally, it must be emphasized that the results obtained in the present investigation are associated mainly for vehicles 

convoys moving over irregular pavement surfaces of steel-concrete composite highway bridge decks, considering the 
pavement progressive deterioration effect. However, the analysis methodology presented in this paper is completely 
general and is the author’s intention to sophisticate the vehicles convoy mathematical modelling, based on the use of 
different vehicles models with different dynamic properties, and apply this solution strategy considering other highway 
bridge structural systems. 
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Machine learning models to predict the punching shear 
strength of reinforced concrete flat slabs 
Modelos de aprendizado de máquina para previsão da resistência à punção de 
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Abstract: Punching shear failure is caused by shear stress concentration in the slab-column connection of 
reinforced concrete flat slabs. As it is a brittle failure, it is crucial to understand how this mechanism works 
and to correctly predict the resistance of slabs subjected to it. In this paper, machine learning-based models 
were developed and compared to predict the punching shear resistance of reinforced concrete interior slabs 
without shear reinforcement. The models were based on 373 experimental data of interior slabs. Artificial 
neural network, decision tree, random forest and extreme gradient boosting algorithms were employed. The 
input variables considered herein were the effective depth of the slabs, flexural reinforcement ratio, effective 
width of the columns, concrete compressive strength and steel yield strength, and the target variable was the 
punching shear strength. The results for the punching shear resistances obtained by the developed models, as 
well as those obtained by employing models presented in five reinforced concrete design codes, were 
compared to the experimental data. All machine learning models showed coefficient of determination above 
0.95 for test data. As for the design code models, large discrepancies were observed between them, with the 
Brazilian code showing more accuracy than the others in predicting the failure load of the slabs. 

Keywords: predictive models, structural safety, design provisions, computational modeling, XGBoost. 

Resumo: A ruptura por punção é causada pela concentração de tensões de cisalhamento na ligação laje-pilar de lajes 
lisas de concreto armado. Por se tratar de uma ruptura frágil, é fundamental entender como esse mecanismo funciona e 
prever corretamente a resistência das lajes submetidas a ele. Neste artigo, modelos baseados em aprendizado de máquina 
foram desenvolvidos e comparados para prever a resistência à punção de lajes internas de concreto armado sem armadura 
de cisalhamento. Os modelos foram baseados em 373 resultados experimentais de lajes apoiadas sobre pilar 
intermediário. Os algoritmos de rede neural artificial, árvore de decisão, floresta aleatória e extreme gradient boosting 
foram empregados. As variáveis de entrada aqui consideradas foram a altura útil das lajes, taxa de armadura de flexão, 
largura efetiva dos pilares, resistência à compressão do concreto e tensão de escoamento do aço, e a variável alvo foi a 
resistência à punção. Os resultados das resistências ao cisalhamento obtidos pelos modelos desenvolvidos, bem como 
aqueles obtidos pelo emprego de modelos apresentados em cinco códigos de projeto de concreto armado, foram 
comparados com os dados experimentais. Todos os modelos de aprendizado de máquina apresentaram coeficiente de 
determinação acima de 0,95 para dados de teste. Quanto aos modelos de normas de projeto, foram observadas grandes 
discrepâncias entre eles, com a norma brasileira apresentando maior precisão que as demais na previsão da carga de 
ruptura das lajes. 

Palavras-chave: modelos preditivos, segurança estrutural, disposições de projeto, modelagem 
computacional, XGBoost. 
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1 INTRODUCTION 
Flat slabs are systems where the slabs are supported directly on the columns. Although simple in appearance, the flat 

slab system presents a complex behavior, especially in the slab-column connection, since punching failure develops in a 
brittle manner and with limited deflections, and is followed by an almost complete loss of the load carrying capacity [1]. 

According to Muttoni [2], the design of flat slabs is mostly governed by serviceability conditions (with relatively 
large deflections in service) and by the ultimate limit state of punching shear (also called two-way shear). The design 
standards for concrete structures present models to try to predict the shear resistance of flat slabs. However, several 
studies in the literature suggest that the standards differ significantly in predicting punching shear strength. 

In the paper by Sanabria et al. [3] two slabs were studied and it was found that the results obtained using the 
formulations presented in the Brazilian, European and North American standards varied by up to 70% for the same 
slab, with most of the results being far from the experimental data. Avagyan [4] studied the punching shear resistance 
of four slabs with shear reinforcement according to the European, North American, Armenian and Russian design 
models, and found that the strength of the slabs varied by up to 35% between the design provisions. Silva et al. [5] 
observed significant differences between the North American, Brazilian and European standards regarding the 
prediction of the punching shear strength of four flat slabs, with results varying by up to 75% for the same slab. Issa 
and Ismail [6] studied the punching shear strength of 257 slabs using the European, North American, British, Egyptian, 
Japanese and European design formulas. The authors observed large discrepancies between the models, and the 
European standards were the most accurate in predicting the punching shear resistance of the slabs, while the North 
American and Japanese were the less accurate. 

Experimental tests and numerical simulations can be used to better understand the mechanical behavior of structural 
elements. As a complement of these two approaches, models based on machine learning (ML) are increasingly 
employed. In Xu and Saleh [7] the state of the art and trends for the use of ML in structural engineering problems are 
presented. The authors stated that the areas of structural reliability and safety will, in the near future, be profoundly 
changed by the incorporation of ML. According to the authors, this is being made possible in part by the advent of big 
data, the collection and storage of large amounts of data and the development of powerful algorithms to probe it. 

By using self-learning features, ML extracts the complicated relationship between input and output data and then 
uses this relationship to make predictions, without being explicitly programmed to do so [8]. ML is actually a “black 
box” that maps the relationship between inputs and outputs, so it can be used for classification and regression, without 
complicated mathematical derivations. It usually has better performance compared to traditional models, making it a 
good complement to traditional structural mechanics approaches [9]. As disadvantages, ML-based models require many 
observational data to be built and are dependent on the quality and distribution of the data. Furthermore, they can be 
slow to train and they usually lack the extrapolation capacity and the physical meaning or interpretability that traditional 
numerical models usually have. 

Some recent studies that employed ML in structural engineering problems can be highlighted. Nguyen et al. [10] 
used the extreme gradient boosting algorithm (XGBoost or XGB) to predict the punching shear strength of interior 
slabs, using data from 497 slabs available in the literature. The XGB model was compared to models based in artificial 
neural networks (ANN) and random forest (RF), as well as design code models, showing superior accuracy and with 
coefficient of determination (R2) around 0.96 for test data. It was also observed that the effective depth of the slab was 
the variable with the greatest impact on the resistance. 

Mangalathu et al. [11] used 380 experimental results and the models were based on linear regression techniques and 
ML methods. These models were compared with each other and with design models. The XGB-based model was the 
most accurate in predicting punching shear, with R2 around 0.85 for test data. However, in conflict with the conclusions 
of Nguyen et al. [10], it was observed that the material properties had more influence on the punching shear strength 
than the geometric properties of the slab. 

Lu et al. [12] studied some approaches for the feature selection step to determine the best way to estimate the punching 
shear strength of RC slabs reinforced with SFRC (steel fibers). For this, the authors used 140 experimental results to build 
models based on trees, obtaining models with R2 between 0.95 and 0.98. Ly et al. [13] developed two hybrid models that 
combined ANN and optimization techniques to predict the shear strength of reinforced concrete beams reinforced with 
SFRC, where 463 experimental results were used and models with R2 of the order of 0.95 were obtained. Gomes [14] used 
a structural reliability approach to compare shallow and deep ANNs in the solution of four reliability problems, showing 
that while both types of ANN produce good results, deep networks usually outperform shallow ones. Feng et al. [9] used 
ensemble learning and developed a model capable of predicting the resistance and failure mode of circular columns 
subjected to cyclic loading, which is both a regression and classification problem. In their paper, 254 experimental results 
were used and the model based on the adaptive boosting (AdaBoost) algorithm was the one with the highest R2 (0.98). 
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The results were compared to design code predictions, showing superior accuracy. In the literature, other papers regarding 
application of ML to structural problems are available, including [15]–[20]. 

Despite usually providing more accurate models than those present in design codes, the use of ML in structural 
engineering problems is still in a maturing process and needs to be further investigated, which is one of the reasons for 
this study. Another reason is that, as already mentioned, some references in the literature show that the design standards 
for punching shear in RC slabs have large discrepancies between them. Thus, in the present paper, the ABNT NBR 
6118 [21], ACI 318 [22], Eurocode 2 [23], BS 8110 [24] and DIN 1045-1 [25] design models were compared. In 
particular, no comparisons involving ML models for punching shear and the NBR 6118 [21] model were found in the 
literature so far, so that the present paper expands the discussion about previously studied models and includes the 
model presented in the Brazilian standard. 

The present paper is organized as follows. A summary of the ML algorithms employed in this study is presented in 
section 2; a brief background of the structural problem is presented along with design provisions in section 3; the 
experimental dataset used herein is discussed in section 4, along with data cleaning and preprocessing; the development 
of the ML models is presented in section 5; the results of the developed ML models are presented in section 6; discussions 
about design standard models and comparisons are made in section 7; and the conclusions are drawn in section 8. 

2 MACHINE LEARNING ALGORITHMS OVERVIEW 

Four regression algorithms are used in this research: ANN, decision tree (DT), RF and XGBoost. The basic concepts 
behind each technique are presented below. 

2.1 Artificial Neural Network – ANN 

Artificial neural networks emerged from the idea of mathematically modeling the functioning of biological neurons, 
whose discussions began in the 1940s. In a generic way, neural networks are the implementation of connections between 
inputs, mathematical functions and outputs in computer code [26]. For Albon [27], neural networks can be visualized 
as a series of connected layers that form a network that connects features at one end to target values at the other. At the 
heart of neural networks is the unit (also called a neuron). The unit takes one or more inputs, multiplies each input by 
a parameter (also called a weight), adds these values to a constant (bias), and feeds them to an activation function. The 
output is then passed on to the next layers in the network, if any, or presented as the output of the ANN if no more 
deeper layers are present. 

Aggarwal [28] explains that the most basic architecture of a neural network is known as perceptron. The 
perceptron contains two layers of nodes (neurons), one corresponding to inputs and one to output, with a single 
node in the latter. The number of nodes in the input layer depends on the dimensionality of the problem. Each 
input node is connected to the output and for each connection a weight is assigned. Just as learning in biological 
systems is done by modifying the intensity of synapses, learning in the perceptron is done by adjusting the 
weights of connections between inputs and outputs whenever an incorrect prediction is made. The function 
employed by the perceptron at each node is called an activation function. Arbitrary functions like logistic, 
sigmoid, hyperbolic tangent or rectified linear unit (ReLU) can be used. 

The perceptron algorithm cycles through all the training samples and iteratively adjusts the weights until convergence 
is reached. Each cycle is called an epoch. During the learning process, a loss function (or cost function) is employed to 
evaluate how poorly the model is performing at each epoch. Mohri et al. [29] explain that a loss function measures the 
difference between a predicted label and a true one. Examples of loss functions are the mean absolute error (MAE) and 
the root mean squared error (RMSE). According to Aggarwal [28], the perceptron algorithm starts with a random vector 
of weights. The algorithm then performs the initial predictions and updates the weight vector using optimization algorithms 
(such as gradient descent) and a learning rate to minimize the error defined by the loss function. 

In practice, one or more hidden layers are used between the inputs and the output. In this case, the network is a 
multilayer perceptron. Neural networks with many hidden layers are considered deep networks and their application is 
called deep learning [27]. In networks with hidden layers, the gradient descent algorithm cannot be used to calculate 
the error gradient for hidden neurons [30]. Consequently, the contribution of each neuron to the overall error of the 
network must be calculated by using a backpropagation algorithm. 

Examples of single and multilayer perceptrons are shown in Figure 1. 
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Figure 1. Illustration of single layer (a) and multilayer perceptron (b). 

ANNs have been widely used in civil and structural engineering problems, as in [8]–[10], [13], [14] and [31]–[33]. 

2.2 Decision Tree – DT 
Decision trees are models based on a tree-like structure where a series of decisions are connected [27]. One of the 

reasons for their popularization is that, unlike ANNs, they are more interpretable, intuitive and faster to train. 
According to Aggarwal [28], the algorithm for building a decision tree has two types of nodes, called internal and 

leaf nodes. Each leaf is labeled with the dominant class at that node. A special internal node is the root node that 
corresponds to the entire feature space. The generic decision tree induction algorithm starts with the complete training 
dataset at the root node and partitions the data into lower level nodes based on a split criterion. Only nodes that contain 
a mix of different classes need to be split further. Eventually, the decision tree algorithm stops the tree from growing 
based on a stopping criterion. A generic example of a decision tree is presented in Figure 2. 

 
Figure 2. Generic example of a decision tree. 

The simplest stopping criterion is one where all training examples in the leaf belong to the same class. One problem 
is that building the decision tree at this level may lead to overfitting, in which the model fits the random noise of the 
training data. In this case, this tree will have high variance and will not generalize well to unknown data. To try to 
reduce the loss of precision associated with overfitting, the classifier uses a pruning mechanism to remove nodes. 

In general, simpler models (shallow decision trees) are preferable to more complex models (deep decision trees) if 
they produce the same error in the training data. Thus, a common stopping criterion is the use of a maximum number 
of levels (or maximum depth) that the model can reach. 
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Decision trees can be used for regression or classification and have found applications in different areas of structural 
engineering, as in [9], [11] and [12]. However, in recent studies, researchers tend to adopt enhanced versions of the 
classical decision tree algorithm, like random forests and boosting techniques. 

2.3 Random Forest – RF 
The random forest algorithm emerged as an evolution of decision trees. In general, the data split procedure in 

decision trees tends to lead to overfitting, when the model performs well with the training data but does not generalize 
as well to unknown data. The random forest tries to fix this problem by generating several decision trees (estimators), 
and was developed by Breiman [34]. 

Random forests are defined as a set of decision trees where randomness is explicitly inserted in the process of 
splitting the nodes of each tree. The idea is to use this randomness to generate less correlation between the components 
of the set, allowing each tree to specialize in a slightly different way from the others [28]. The result is the average of 
the individual results of each tree. 

Bootstrapping is one of the sources of randomness in RF. According to Aggarwal [28], in the bootstrap method, the 
labeled data is sampled randomly and uniformly, with replacement, to create a bootstrapped training dataset that might 
possibly contain duplicates. The labeled data of size n can be sampled n times with replacement. This results in a 
training data with the same size as the original labeled data. However, the bootstrapped dataset typically contains 
duplicates and also misses some points in the original data. Therefore, each estimator in the random forest is trained 
using a slightly different dataset. 

The results of the RF are usually more accurate than those of the simple decision tree and the model is resistant to noise and 
outliers, which made RF a popular technique nowadays. Recent structural engineering studies include [9]–[12] and [35]. 

2.4 Extreme Gradient Boosting – XGBoost 
Tree boosting is the construction of decision tree models in sequence, iteratively, where a model is based on the 

results of the previous one. According to Aggarwal [28], the basic idea is to focus on the errors (residuals) and try to 
adjust the weights of each incorrectly classified instance to improve the next model. In gradient boosting, as the name 
suggests, the adjustment of the weights is performed through the gradient of the prediction error. 

Extreme gradient boosting is a recent technique, developed in 2014 and published by Chen and Guestrin [36] as an 
evolution of traditional gradient boosting. It was developed to not only have high accuracy, but also low risk of 
overfitting. According to Chen and Guestrin [36], simple gradient boosting contains three main elements: a loss function 
to be optimized, a classification and regression tree (CART) for making predictions and a model for adding trees in 
sequence to minimize the loss function. As an improvement of this algorithm, XGBoost adds regularization to the 
objective function to avoid overfitting, along with many other enhancements. Russell and Norvig [37] also point out 
that XGBoost aims at being efficient, carefully organizing memory to avoid cache issues and allowing parallel 
computing across multiple machines, making it an easily scalable algorithm. 

Chen and Guestrin [36] point that the tree ensemble model with regularization minimizes the objective function 
shown in Equation 1, where 𝑖𝑖 is the number of inputs, 𝑁𝑁 is the number of predictions and 𝐾𝐾 is the number of trees. The 
function 𝑙𝑙 is a differentiable convex loss function that measures the difference between the prediction 𝑦𝑦�𝑖𝑖 and the target 
𝑦𝑦𝑖𝑖. The term Ω penalizes the complexity of the model, where 𝑇𝑇 is the number of leaves and 𝛾𝛾 is the minimum loss 
reduction required to make a further partition on a leaf node of the tree. The additional L2 regularization term 𝜆𝜆 helps 
to smooth the final learnt weights to avoid overfitting. When 𝜆𝜆 is set to 0, the objective falls back to the traditional 
gradient tree boosting. 

ℒ(𝜙𝜙) = ∑ 𝑙𝑙(𝑦𝑦�𝑖𝑖 ,𝑦𝑦𝑖𝑖)𝑁𝑁
𝑖𝑖 + ∑ Ω(𝑓𝑓𝑘𝑘)𝐾𝐾

𝑘𝑘 , where Ω(𝑓𝑓) = 𝛾𝛾𝑇𝑇 + 1
2
𝜆𝜆‖𝑤𝑤‖2 (1) 

Besides the regularized objective, two additional techniques are used to further prevent overfitting. The first 
technique is shrinkage, which scales newly added weights by a factor 𝜂𝜂 after each step of tree boosting. Similar to a 
learning rate in stochastic optimization, shrinkage reduces the influence of each individual tree and leaves space for 
future trees to improve the model. The second technique is feature subsampling, which is also used in RF in commercial 
software such as TreeNet, and helps to prevent overfitting even more [36]. 

According to Chen and Guestrin [36], the XGBoost uses a gain-based score to search for the best node splits when 
building a tree. Gain can be seen as the improvement in accuracy brought by a feature to the branches it is on. Equation 2 
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gives the gain at a leaf node during splitting. Nguyen et al. [10] explain that this formula is composed of four terms, which 
in turn represent the scores of the new left leaf (𝑔𝑔𝐿𝐿), new right leaf (𝑔𝑔𝑅𝑅), original left and right leaves (ℎ𝐿𝐿, ℎ𝑅𝑅), and the 
regularization of the additional leaf. The tree ceases growing when the gain becomes smaller than 𝛾𝛾. In the ensemble 
model, the prediction scores of all trees are summed to obtain the final score. 

𝐺𝐺𝐺𝐺𝑖𝑖𝐺𝐺 = 1
2
� 𝑔𝑔𝐿𝐿

2

ℎ𝐿𝐿+𝜆𝜆
+ 𝑔𝑔𝑅𝑅

2

ℎ𝑅𝑅+𝜆𝜆
− (𝑔𝑔𝐿𝐿+ℎ𝑅𝑅)2

ℎ𝐿𝐿+ℎ𝑅𝑅+𝜆𝜆
� − 𝛾𝛾 (2) 

As it is a recent technique, there are still few civil engineering studies applying XGBoost, such as [10], [11] and [38]–[42]. 

3 PUNCHING SHEAR IN FLAT SLABS AND DESIGN CODE MODELS 
The flat slab system of reinforced concrete has been used more frequently because it has some advantages when 

compared to conventional structural systems. Among these advantages, one can mention greater architectural freedom 
in defining internal environments or future layout changes; simplification of reinforcement and consequent reduction 
of labor and material costs; ease in the arrangement of installations and simplification of forms and framing. The system 
also has disadvantages compared to conventional ones, such as higher levels of vertical displacement of the structure, 
reduction of the global stability and the possibility of failure by punching shear [43]. 

Punching shear is a type of shear failure that can occur in plate elements subjected to a concentrated load or reaction applied 
transversally and is characterized by occurring abruptly, which can lead the structure to ruin through progressive collapse. The 
shear strength of the slab-column connection is one of the most important parameters in the design of flat slabs [44]. 

Wight and MacGregor [45] mention that the two-way shear involves a truncated cone or pyramid-shaped surface 
around the column. According to Muttoni [2], most design codes for punching shear base their verifications on a critical 
section, with the punching shear strength of slabs without shear reinforcement defined as a function of the concrete 
compressive strength and often of the reinforcement ratio. Some codes also account for size effect, membrane effect, or 
the ratio of column size to the depth of the slab. This critical section or control perimeter is defined as shown in Figure 3. 

 
Figure 3. Control perimeters. 

The design equations for calculating the punching shear resistance of flat RC slabs without shear reinforcement 
investigated herein are presented as follows. Note that, to ensure comparison with real failure data, no safety coefficients 
were introduced in the presented equations. Units are in SI. 

3.1 Eurocode 2 (2004) 
Eurocode 2 [23] uses Equation 3 for punching shear design, where ρl is the longitudinal (flexural) reinforcement 

ratio, fc is the compressive strength of the concrete, u1 is the control perimeter, d is the effective depth of the slab and ξ 
is the size effect factor, calculated by Equation 4. 



F. E. S. Silva Júnior and W. J. S. Gomes 

Rev. IBRACON Estrut. Mater., vol. 16, no. 4, e16405, 2023 7/18 

𝑉𝑉𝐸𝐸𝐸𝐸2,𝑝𝑝 = 0.18𝜉𝜉(100𝜌𝜌𝑙𝑙𝑓𝑓𝑐𝑐)1/3𝑢𝑢1𝑑𝑑,𝜌𝜌𝑙𝑙 ≤ 2% (3) 

𝜉𝜉 = 1 + �200
𝑑𝑑
≤ 2 (4) 

3.2 ABNT NBR 6118 (2014) 
NBR 6118 [21] uses Equations 5 and 6 for design, using the same procedure as Eurocode 2 [23], but without 

limitations on the reinforcement ratio and size effect factor. 

𝑉𝑉𝑁𝑁𝑁𝑁𝑅𝑅,𝑝𝑝 = 0.18𝜉𝜉(100𝜌𝜌𝑙𝑙𝑓𝑓𝑐𝑐)1/3𝑢𝑢1𝑑𝑑 (5) 

𝜉𝜉 = 1 + �200
𝑑𝑑

 (6) 

3.3 ACI 318M (2019) 
Equation 7 is used in the design of flat slabs by ACI 318 [22], where αs is equal to 20 for corner columns, 30 for 

edge columns and 40 for interior columns, 𝛽𝛽 is the ratio between the largest and smallest sides of the column and λs is 
the modification factor related to the size effect, given by Equation 8. 

𝑉𝑉𝐴𝐴𝐸𝐸𝐴𝐴,𝑝𝑝 = 𝜆𝜆𝑠𝑠�𝑓𝑓𝑐𝑐𝑢𝑢1𝑑𝑑min

⎩
⎪
⎨

⎪
⎧

1
3

1
6
�1 + 2

𝛽𝛽
�

1
12
�2 + 𝛼𝛼𝑠𝑠𝑑𝑑

𝑢𝑢1
�

 (7) 

𝜆𝜆𝑠𝑠 = � 2
1+0.004𝑑𝑑

≤ 1 (8) 

3.4 BS 8110 (1987) 
The British standard BS 8110 [24] uses Equation 9 for punching shear design. Reinforcement ratio is capped at 3%. 

For concretes with 𝑓𝑓𝑐𝑐 above 25 MPa, the calculated value must be multiplied according to Equation 10. Equation 11 
calculates the size effect factor. 

𝑉𝑉𝑁𝑁𝐵𝐵,𝑝𝑝 = 0.79𝜉𝜉(100𝜌𝜌𝑙𝑙)1/3𝑢𝑢1𝑑𝑑,𝜌𝜌𝑙𝑙 ≤ 3% (9) 

𝑉𝑉𝑁𝑁𝐵𝐵,𝑝𝑝 = 𝑉𝑉𝑁𝑁𝐵𝐵,𝑝𝑝 �
𝑓𝑓𝑐𝑐
25
�
1/3

 for 𝑓𝑓𝑐𝑐 ≥ 25 MPa (10) 

𝜉𝜉 = �400
𝑑𝑑

4 ≥ 1 (11) 

3.5 DIN 1045-1 (2008) 
Equation 12 is used to calculate the punching shear resistance by the German standard DIN 1045-1 [25]. Equation 

4 gives the size effect factor, corresponding to the same formulation as in Eurocode 2 [23]. 

𝑉𝑉𝐷𝐷𝐴𝐴𝑁𝑁,𝑝𝑝 = 0.21𝜉𝜉(100𝜌𝜌𝑙𝑙𝑓𝑓𝑐𝑐)1/3𝑢𝑢1𝑑𝑑,𝜌𝜌𝑙𝑙 ≤ 2% (12) 
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4 DATA ENGINEERING 

The dataset applied in this study is the same used by [11]. This is a database with experimental results of 519 flat 
slabs tested by several authors since 1938. A preliminary treatment is carried out to reduce the dimensionality of the 
problem, considering only the most relevant variables that were used in other papers on the subject, such as [10]–[12]. 
The selected input variables are: average effective depth of the slab (davg) in X and Y directions, effective column width 
(b*), concrete compressive strength (fc), steel yield strength (fy) and average flexural reinforcement ratio (ρavg) in X and 
Y directions. 

In most cases, the average compressive strength at time of slab testing was informed and, thus, this variable could 
be used directly. However, in some of the experimental tests, only the compressive strength at 28 days was reported. In 
these cases, strength at the time of slab testing was estimated from the strength at 28 days based on the elapsed time. 
Specimen details are presented in the original dataset. 

In few cases, the longitudinal reinforcement bars of the slabs were arranged with non-uniform spacing along the 
section, and the reinforcement ratios employed herein had to be adjusted from the reported ones. The reinforcement 
ratio considered corresponded only to the region that passes through the column. 

For the cases of rectangular or circular columns, b* is the width of the equivalent square area section, given by 
Equations 13a and 13b [11], where D is the diameter and b1 and b2 are the smaller and larger side of the column, 
respectively. Thus, the number of features is reduced to five and the output variable is the punching shear strength of 
the slab (Pu). 

𝑏𝑏∗ = 𝜋𝜋𝐷𝐷
4

 (circular section) (13a) 

𝑏𝑏∗ = 𝑏𝑏1+𝑏𝑏2
2

 (rectangular section) (13b) 

As the objective of this study is to predict the punching shear failure load, 84 slabs that did not fail exclusively by 
this mechanism are excluded. In addition, missing values are identified in fy for 18 of the samples. These samples are 
removed from the dataset. Finally, 44 slabs that did not have longitudinal reinforcement in the region of the column are 
excluded, leaving 373 experimental results. Table 1 shows the descriptive statistics of the dataset after this treatment. 

Table 1. Descriptive statistics of the dataset. 

 davg (mm) ñavg (‰) b* (mm) fc (MPa) fy (MPa) Pu (kN) 
Mean 110.73 12.98 180.95 32.80 461.63 384.30 

Std. dev. 66.50 6.50 97.25 18.62 118.23 458.86 
Min. 29.97 3.25 39.90 8.66 250.00 24.00 
25% 76.20 8.44 109.96 22.13 359.00 165.00 
50% 107.00 11.75 159.59 28.05 462.00 265.00 
75% 121.56 15.19 225.00 35.34 530.00 405.00 
Max. 668.50 50.10 707.64 118.70 749.00 4915.00 

A common step in the data preprocessing for ML models is data scaling. In the input data, the parameters usually 
have very different magnitudes and units from each other, which can lead the model to incorrectly assign greater 
importance to variables with higher numerical values. To prevent this problem, data is scaled so that the features are of 
the same order of magnitude (with values close to zero, usually between 0 and 1 or between -1 and 1). In this study, 
three scaling methods from the Python scikit-learn (sklearn) library are applied: StandardScaler, Normalizer and 
MinMaxScaler. According to the documentation of the sklearn library [46], the StandardScaler transforms the data 
through the z-score technique, setting null mean and unit standard deviation; the Normalizer normalizes the data by 
rescaling them to unitary norm; and MinMaxScaler scales the data so that the values are always between 0 and 1. For 
each ML algorithm, the scaling method that obtained the best results is used. Figure 4 shows the pairplots of the scaled 
variables after applying the StandardScaler. 



F. E. S. Silva Júnior and W. J. S. Gomes 

Rev. IBRACON Estrut. Mater., vol. 16, no. 4, e16405, 2023 9/18 

 
Figure 4. Pairplot. 

A pairplot can be interpreted as a symmetric matrix of graphs, where kernel density estimation (KDE) graphs 
(equivalent to smoothed histograms) are plotted on the main diagonal and, in the other cells, the relationship between each 
variable and the others is observed through scatter plots. In this way, it is possible to analyze, in a preliminary way, if there 
is correlation between variables and what type of distribution they follow. Another way to get insights from data is by 
plotting a heatmap, which corresponds to a representation of data in the form of a diagram in which data values are 
represented with colors. Heatmap for the features in the dataset (with correlation values) is shown in Figure 5. 

 
Figure 5. Heatmap. 
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Through Figures 4 and 5 it is observed that there is a strong correlation between the effective depth and the ultimate 
load. It is noticed that there is always some degree of positive correlation between individual parameters and the strength 
of the slabs: when increasing the width of the column, the strength of the concrete, the yield strength of the steel, the 
effective depth or the flexural reinforcement ratio, the punching shear strength also increases. It is also observed that, 
apparently, the geometric properties of the slabs (davg and b*) show a proportional behavior, which can be explained by 
the fact that, in experimental tests, larger slabs (with higher widths) are usually supported on larger columns (larger b*). 

Before running the ML algorithms, it is common to split the data into training and test sets. In this way, models are developed 
based on a portion of the dataset (training set) and tested with the remaining data (test set), to evaluate their accuracy with 
unknown data and avoid overfitting. For all models of this paper, the data are split in the proportion 70% training and 30% test, 
which is a common ratio used in the literature. Data scaling is performed only after this split to avoid issues like data leakage. 

The repeated holdout technique is used for each algorithm. According to Aggarwal [28], the holdout consists of 
randomly dividing the data into two disjoint sets, corresponding to the training and test data. The repeated holdout, as 
the name suggests, repeatedly does this to find the best random state for the training/test split for a given problem. 
Random state is the seed (or starting point in random number generators), which is a value specified to control 
randomness and to generate reproducible results. 

5 MODEL ENGINEERING 
Python libraries sklearn for RF and DT, XGBoost for XGB and Tensorflow/Keras for ANN are used. Hyperparameters must 

be set to the ML algorithms. Hyperparameters are free parameters that are not determined by the learning algorithm, but rather 
specified as inputs to it [29]. Table 2 shows the settings used for each algorithm, with initial values based on [10] and [11] and 
subsequently adjusted via hyperparameter tuning with grid search. Grid search is the process of trying combinations of values in 
given intervals and seeing which performs best on the validation data [37]. Other hyperparameters take default values from their 
respective libraries. 

Table 2. Hyperparameters used for each ML algorithm. 

Model Parameters 

ANN Number of hidden layers = 2, number of neurons in each hidden layer = 94, activation function = ReLU, optimizer = 
Adam, learning rate = 0.3, loss function = RMSE, epochs = 50, random state = 0 

DT Maximum depth = 10, random state = 0 
RF Number of estimators = 69, random state = 0 

XGB Number of estimators = 72, learning rate = 0.22, maximum depth = 5, random state = 0 

The coefficient of determination (R2) quantifies the fraction of variability in the series that is explained by the 
regression [28]. It is therefore desirable for this coefficient to be as close to 1 as possible. It provides an indication of 
goodness of fit and a measure of how well unseen samples are likely to be predicted by the model. Another metric is 
the RMSE, which measures the average error between predictions. It is desirable for this metric to be as close to zero 
as possible. Equations 14 and 15 give the R2 and RMSE calculations, where Y and Ŷ are the actual and predicted values 
by the model, Nt is the number of samples and Ȳ is the mean. 

𝑅𝑅2 = 1 −
∑ (𝑌𝑌�𝑖𝑖−𝑌𝑌𝑖𝑖)2
𝑁𝑁𝑡𝑡
𝑖𝑖=1

∑ (𝑌𝑌�𝑖𝑖−𝑌𝑌�𝑖𝑖)2
𝑁𝑁𝑡𝑡
𝑖𝑖=1

 (14) 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = �1
𝑛𝑛
∑ �𝑌𝑌�𝑖𝑖 − 𝑌𝑌𝑖𝑖�

2𝑛𝑛
𝑖𝑖=1  (15) 

There are several rules in the literature for trying to choose the optimal number of hidden neurons in ANNs. 
However, most predicting research fields are heuristic in nature, and there is no generally accepted theory to determine 
how many hidden neurons are needed to approximate any given function [47]. Therefore, the use of systematic 
experimentation to discover what works best for a specific dataset may be the most general approach. In this paper, the 
number of hidden neurons is chosen so that R2 is maximized and RMSE is minimized for test data. Figure 6 indicates 
that the optimal number of neurons to meet these conditions is 94 for the problem at hand. 
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Figure 6. Experimentation of the number of neurons in the ANN. 

A similar process is done to find the optimal maximum depth for the DT and number of estimators for the RF and 
XGB algorithms. Results are shown in Figures 7, 8 and 9, where optimal values are 10 levels for DT, 69 trees for RF 
and 72 trees for XGB. In Figures 7 and 8, it is observed that the prediction accuracy for test data starts to decrease after 
certain values of maximum tree depth (DT) and number of estimators (RF), which is a sign of overfitting. Figure 7 also 
indicates that the maximum possible depth for the DT is 18. 

 
Figure 7. Experimentation of the maximum depth in the DT. 

 
Figure 8. Experimentation of the number of estimators in the RF. 
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Figure 9. Experimentation of the number of estimators in the XGB. 

6 RESULTS AND DISCUSSIONS 
Figure 10 shows the results of the regression models (regplots) for training and test data and for the entire dataset. 

Results are presented from highest to lowest R2 for test data. 

 
Figure 10. Regplots. 
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From Figure 10, XGB is the model with highest R2 (0.9857) and lowest RMSE (38.69 kN) for test data. It is followed 
by RF and DT. The RF and DT models show similar performance; however, the RF has less variance (less overfitting 
or higher accuracy for test data). The DT and XGB models also present similar results, but the DT shows a significantly 
lower R2 for the test data. The DT not performing as well to test data as it does to training data can be explained by the 
tendency to overfitting of the classical decision tree models. It is observed that ANN is the model that shows the lowest 
R2 (0.9597) and highest RMSE (68.32 kN) for test data, but these results agree with what was found in the literature, 
as shown in section 1. 

Figure 11 shows histograms of the Pu,pred/Pu,experimental ratio (using the test sets of each model), with all models having 
values concentrated around 1. From a structural safety point of view, it is desirable that, if the model makes an incorrect 
prediction, its prediction must be in favor of safety (that is, that it underestimates the structural resistance). Therefore, 
ratios closer to 1 and lower standard deviations are desirable. The ANN outperforms the DT and RF models when 
analyzing this relationship, as opposed to what is observed in Figure 10. It is observed that the XGB (Figure 11d) shows 
the closest to 1 mean and the lowest standard deviation between the four models, and also the lowest maximum value. 

 
Figure 11. Histograms of the predicted/actual punching shear strength ratios. 

In applications related to structural engineering, it is essential to understand whether the model usually leads to 
values in favor of safety, that is, conservative, or not. In this sense, the method proposed in [48] is employed herein to 
compare the different ML models. Table 3 presents the calculated conservatism indexes (C) and indicates that all 
models are considered slightly non-conservative according to the method, with negative values. 

Table 3. Conservatism indexes. 

Model C 
XGB -0.0262 
ANN -0.0464 
RF -0.0671 
DT -0.0714 
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Therefore, considering the metrics in Figures 10 and 11 and Table 3, it is decided, from now on, to use only the 
XGB model for the purposes of comparison with design standard models in this study. 

After selecting the best model, a feature importance analysis is performed to identify the impact of the input variables 
on the output. The bar graph in Figure 12 shows the feature importance through their gain. The feature importance based 
on this metric shows the average gain across all splits where a particular feature is used. Therefore, higher gain means 
higher importance. As presumed in the data engineering step, the effective depth is the most important variable, followed 
by the column dimension, reinforcement ratio and steel yield strength. The concrete strength is the variable that provides 
the smallest gain in this model. These results agree with what was observed by [10]. 

 
Figure 12. Relative feature importance in the XGB model. 

7 COMPARATIVE STUDY OF MODELS 
The equations for RC slab design according to the design standards [21]–[25] are presented in section 3. It is noted 

that none of these codes directly use the column width in their formulas. Instead, a critical perimeter around the column 
is considered, which depends on its dimensions and the effective depth of the slab. None of the standards uses the fy 
parameter in the design, while the American standard also ignores the longitudinal reinforcement ratio. Most standards 
differ in calculating the size effect factor. 

In all evaluations performed with the standards, for a fair comparison with the XGB model, only the 112 slabs used in the 
XGB test dataset are considered. The regplots, R2 and RMSE of the design code models and XGB are shown in Figure 13. 

 
Figure 13. Regplots with design code results. 
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From Figure 13 it is observed that, although providing accurate results, all design models show inferior accuracy than 
the XGB. The ACI (Figure 13a) shows the least accurate results, followed by DIN (Figure 13b), BS (Figure 13c), EC2 
(Figure 13d) and NBR (Figure 13e). The XGB (Figure 13f) is the model that shows the highest R2 and the lowest RMSE. 

The histograms of the Pu,pred/Pu,experimental ratios are shown in Figure 14. Based on the results presented, there is a 
tendency for the ACI (Figure 14a) to underestimate the strength of the slabs, being a conservative model, due to the 
method used to calculate the control perimeter (only 0.5d away from the column face). The DIN (Figure 14b), BS 
(Figure 14c) and EC2 (Figure 14d) standards, in general, also show conservative results. These standards tend to 
underestimate the slabs resistances, as expected. The NBR (Figure 14e) shows better estimates than the other standards, 
as the NBR does not limit the size effect factor (ξ) and the reinforcement ratio in its formulas, obtaining results closer 
to reality than the other standards. Between the design models, the NBR shows the closest to 1 average error. Thus, the 
recommendation of NBR is the most indicated by the authors regarding the size effect. 

 
Figure 14. Histograms of the predicted/actual punching shear strength ratios with design code results. 

From Figure 14, the ACI, DIN, BS, EC2 and NBR models estimate, on average, failure loads 30.1% lower, 27.2% 
lower, 9.9% lower, 15.1% lower and 5,6% higher than the real ones, respectively. On the other hand, the XGB estimates 
values, on average, 2.6% higher than the experimental ones. 

Table 4 shows the descriptive statistics of the ultimate load for each model. The NBR and XGB showed similar 
statistics for the 112 slabs, with the NBR being closer to the actual mean and the XGB closer to the experimental 
standard deviation. 

Table 4. Descriptive statistics of the results. 

 Exp. (kN) ACI (kN) DIN (kN) BS (kN) EC2 (kN) NBR (kN) XGB (kN) 
Mean 320.02 225.95 233.85 275.50 278.07 322.18 323.87 

Std. dev. 324.29 228.28 240.08 259.18 299.74 310.96 320.02 
Min. 34.00 19.81 20.80 33.39 24.24 42.54 30.96 
25% 159.00 91.06 102.52 132.84 122.20 153.55 173.34 
50% 244.00 169.28 201.92 208.00 210.35 252.88 248.70 
75% 346.25 280.44 282.00 326.18 320.13 370.04 352.55 
Max. 2400.00 1609.56 1710.26 1839.25 2201.13 2386.79 2348.72 
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Table 5 shows the results for conservatism indexes (C) calculated according to the method presented in [48], with 
results for the design code models. Despite presenting the lowest conservatism index and having predicted, on average, 
values greater than the real ones, it cannot be said that the NBR was against safety, as there may be other factors that 
influence resistance that were not addressed in this study. For example, according to Sousa and Debs [49], the aggregate 
interlock effect is not accounted in the ACI, EC2 and NBR standards, which is known to be an important factor in the 
shear resistance of concrete structures. 

Table 5. Conservatism indexes with design code results. 

Model C 
ACI 0.3011 
DIN 0.2715 
EC2 0.1510 
BS 0.0989 

NBR -0.0557 
XGB -0.0262 

8 CONCLUSIONS 
In this paper, four ML models were developed to predict the punching shear strength of RC flat slabs based on 373 

experimental results. After a comparative analysis between them, the model based on extreme gradient boosting (XGB) 
was considered the best one, with higher R2, lower RMSE and lower error ratio. 

The XGB model was compared with models of five design standards: ABNT NBR 6118 [21], ACI 318 [22], 
Eurocode 2 [23], BS 8110 [24] and DIN 1145-1 [25]. It was observed that the standard models, although showing 
satisfactory results in general, presented lower accuracy not only in comparison with the XGB, but also with the other 
developed ML models. The design code models were compared to the experimental data, where the one that came 
closest to the real results was the NBR, while the ACI was the most distant from the actual resistances. It was found 
that the ACI, EC2, BS and DIN tend to underestimate the strength of the slabs, providing values on average lower than 
the real ones, being conservative. 

As a result, the following conclusions are drawn: 
1. The XGB model had the best performance between the developed ML models and it was closer to the real results 

than the studied design code models, showing good ability to predict the punching shear strength of flat RC slabs, 
with R2 equal to 0.9857 and RMSE of 38.69 kN for the test data; 

2. Between the five input variables of the XGB model, it was found that the effective depth of the slab is the most 
important, and the properties of concrete and steel are the least relevant; 

3. Between the studied models from design codes, there were large discrepancies in the results and the NBR 6118 [21] 
model showed the best overall performance in predicting the failure load of the slabs, as well as the lowest 
conservatism, followed by Eurocode 2 [23], BS 8110 [24], DIN 1145-1 [25] and ACI 318 [22]. 
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Abstract: Experimental investigations have been commonly used to improve the existing knowledge about structural 
design, presenting accurate conclusions regarding structure behavior. However, considering the limitations of 
experimental studies, such as restricted amount of strain gauges, unexpected pathologies, difficulties to foresee the correct 
position of cracks, or simply saving in costs, the use of numerical analysis can present some innovative approaches to 
understand the process of failure in concrete elements, presenting easier results where experimental programs can hardly 
report. This study presents the numerical analysis of eight beams experimented by Sherwood [26], with two different 
sizes and variable aggregate sizes, seeking to understand the influence of coarse aggregate size in shear strength of beams 
without stirrups. The numerical approach was used to derive the influence of each internal shear mechanism and to 
identify the specific amount of dowel force, shear transfer by uncracked compression zone and aggregate interlock 
portion. The results showed that fair results can be obtained by 2D smeared crack approaches, enabling the identification 
of major aggregate interlock portion in beams with bigger coarse aggregate sizes. Comparing the size effect in beams 
allowed us to conclude that a higher contribution of aggregate interlock contribution can be obtained in large beams, with 
almost 64% of the total contribution, whereas smaller beams had only 43%. To evaluate the accuracy of the studied 
mechanisms, the results of Sherwood [26] were compared with the standards Model Code [23], CSA-A.23.3 [24], NBR 
6118 [38], and ACI 318 [39]. Regarding the prediction of element rupture by concrete internal mechanisms, the 
normative instructions Model Code [23] and CSA A.23.3 [24] were the closest to the experimental results. 

Keywords: reinforced concrete, shear, numerical analysis, beams. 

Resumo: Investigações experimentais têm sido comumente usadas para melhorar o conhecimento existente sobre o 
projeto estrutural, apresentando conclusões precisas sobre o comportamento da estrutura. No entanto, considerando as 
limitações dos estudos experimentais, como quantidade restrita de extensômetros, patologias inesperadas, dificuldades 
de previsão do correto posicionamento das fissuras ou simples economia de custos, o uso da análise numérica pode 
apresentar algumas abordagens inovadoras para a compreensão do processo de falha em elementos de concreto, 
apresentando resultados mais fáceis onde programas experimentais dificilmente podem relatar. Este estudo apresenta a 
análise numérica de oito vigas experimentadas por Sherwood [26], com dois tamanhos diferentes e agregados de 
tamanhos variados, buscando-se entender a influência do tamanho do agregado na resistência ao cisalhamento de vigas 
sem estribos. A abordagem numérica foi usada para avaliar a influência de cada mecanismo de cisalhamento interno e 
para identificar a quantidade específica de força de pino, transferência de cisalhamento na zona de compressão não 
fissurada e a parcela de intertravamento de agregados. Os resultados mostraram que resultados razoáveis podem ser 
obtidos por abordagens de fissuras distribuídas 2D, permitindo a identificação da maior porção de intertravamento do 
agregado em vigas com maiores tamanhos de agregado graúdo. A comparação do efeito de escala em vigas permitiu 
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concluir que uma maior contribuição do intertravamento de agregados pode ser obtida em vigas grandes, com quase 64% 
da contribuição total, enquanto as vigas menores tiveram apenas 43%. Os resultados de Sherwood [26] foram 
comparados com as normas Model Code [23], CSA-A.23.3 [24], NBR 6118 [38] e ACI 318 [39] para avaliar a precisão 
das normas estudadas. Com relação a previsão da ruptura dos elementos por meio dos mecanismos internos do concreto, 
as instruções normativas Model Code [23] e CSA A.23.3 [24] resultaram valores mais precisos. 

Palavras-chave: concreto armado, cisalhamento, análise numérica, vigas. 
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1 INTRODUCTION 
Several studies have attempted to understand the shear behavior of reinforced concrete (RC) beams, and various 

approaches to predict its strength have been proposed. Some important studies, primarily proposed by Ritter and Die 
Bauweise [1] and Mörsch [2], present the strength of concrete beams with stirrups as an analogy for a trussed system, 
wherein the steel and concrete stresses must be maintained under a factored capacity limit. This limit is considered as 
a function of the concrete and steel limits, assuming that only the stirrups resist the formation of cracks. 

Without shear reinforcement, the strength mechanism of concrete typically relies solely on the nonlinear behavior of 
the concrete used, considering that the cracks can transmit normal and parallel forces to their formation site. These results 
in mechanical responses help avoid the failure of the structural element to a certain extent. Figure 1 shows the shear 
capacity mechanisms of reinforced concrete beams, where Vcz is the shear strength of the un-cracked concrete in the 
compression zone [3]; Vagg is the aggregate interlock interface shear transfer, also referred to as crack friction [4]–[10]; 
and Vdowel is the dowel action due to the longitudinal reinforcement bars [3], [11]–[16]. 

 
Figure 1. Shear transfer mechanism in RC beams. 

Considering that the design codes are based on empirical equations, employing simple models - as the strut and tie 
models - on the structural members without transverse reinforcement results in an unsafe design. Bazant and Kazemi [17], 
Kani [18], and Taylor [19] tested beams based on empirical equations that are not applicable for practical situations. 

Many studies have been conducted in the last 40 years on the internal capacity of concrete to resist shear strength, 
promotion owed to the continuing need to understand the real effect of these parameters on structural elements. To this 
end, several theoretical approaches have been proposed such as the modified compression filed theory (MCFT) by Vecchio 
and Collins [20], and Bentz et al. [21], and the critical shear crack theory (CSCT), developed by Muttoni and Fernández 
Ruiz [22]. MCFT and CSCT consider the influence of aggregate size, size effect, and strain on RC shear capacity. These 
methodologies compose the basis of recent design codes, such as Model Code [23] and CSA-A23.3 [24]. 

In the 1970s, Walraven [25] presented an experimental method to understand the influence of aggregate interlock 
mechanism on shear strength and found that raising coarse aggregate size resulted in increased major shear strength. 
Paulay et al. [14] compared longitudinal bars of different diameters, crossing a discontinuous surface on an 
experimental block, allowing for an investigation on the influence of the dowel force on shear strength. The study 
related higher shear strengths to larger bar diameters acting like dowels. 

Despite the importance of these studies, no clear conclusions can be drawn regarding the influence of each mechanism 
on the total shear strength of RC beams. Other experimental studies such as those conducted by Sherwood [26], 
Daluga et al. [27], and Yang and Ashour [28] found that the influence of the coarse aggregate size could result in an 
increased shear capacity. However, to obtain a clearer understanding of stress and strain distribution inside RC beams, 
numerical modeling tools are still necessary. 



G. F. Leme, E. A. P. Liberati, M. G. Marques, L. M. Trautwein, and L. C. Almeida 

Rev. IBRACON Estrut. Mater., vol. 16, no. 4, e16406, 2023 3/17 

Belbachir et al. [29] conducted an experimental study on three sizes of geometrically similar concrete beams without 
transverse reinforcements. The shear span-to-depth ratio (a/d) was set to 2.5. For the beams tested with this ratio, the 
aggregate interlock mechanism was not completely activated at the failure load, especially for smaller beams. This 
shear transfer mechanism exhibits size dependence, which is primarily related to the crack shape. 

To contribute to the understanding of the shear strength mechanism in beams without stirrups, this study presents a 
numerical non-linear modeling for eight beams experimentally tested by Sherwood [26]. 

This study is motivated by the need to develop numerical approaches to analyze structural elements using computational 
tools and understand the role of each internal shear capacity mechanism on the strength of RC beams without stirrups. Performing 
numerical simulation of the experimental cases typically involves two main phases: calibrating the model; and analyzing internal 
cracks, strains, and stress (typically limited to obtaining measurements from sensors or strain gauges). 

This study aims to deepen the studies on the phenomena of shear strength of reinforced concrete beams without stirrups, 
regarding the internal mechanisms of the concrete to resist the shear force of beams, usually called Vc in technical standards. 

In these design standards, Vc is usually used as a shear strength contribution portion and is considered in the determination of 
shear reinforcement. The greater the portion of shear strength force by internal mechanisms, the smaller the portion of shear force 
that an engineer, instructed by technical standards will calculate and apply as a form of transverse reinforcement ratio. 

2 EXPERIMENTAL PROGRAM 
To investigate the influence of each internal strength mechanism on the total shear strength, the first step was to find an 

experimental program capable of standardizing many parameters and allowing for comparisons between the several shear-
influencing factors. Based on these requirements, Sherwood [26] reported different campaigns of RC beams without stirrups, 
using different sizes of coarse aggregate and other similar attributes as premises. These methods, paired with an effective 
registration of the principal parameters experimentally obtained, make the study a useful reference for numerical analysis. 

Table 1 shows the main characteristics of the specimens used as reference for the numerical analysis, where bw is 
the cross-section width, d the effective depth, L the effective beam length, dag the aggregate diameter, fc the concrete 
compressive strength, and 𝐴𝐴𝑠𝑠+ is the cross-section of longitudinal tensile reinforcement. The aggregate diameter was 
used as an input parameter as recommended by the Model Code [23], such as: tensile strength, elasticity modulus, and 
Poisson coefficient. Sherwood [26] considered two categories of beam sizes and types in the experiment: eight beams 
of size 122 × 363 × 1,800 mm, called the Small (S) Series and, eight beams of size 295 × 1,510 × 9,000 mm, called the 
Large (L) Series. Figure 2 shows the characteristics of the beams analyzed in this study. The samples possess different 
concrete strengths. Four different sizes of coarse aggregate are used, with the major aggregate size varying from 9.5  mm 
to 51 mm. The specimens were not reinforced with stirrups and all experiments were loaded until shear failure. 

Reinforcement yield stresses were experimentally evaluated and recorded. Table 2 shows the yield values and nominal areas. 

Table 1. Experimental Series. 

Series bw [mm] d [mm] L [mm] dag [mm] fc [MPa] 𝐴𝐴𝑠𝑠+ [mm2] 
S-Series 

S-10N1 122 280 1,620 9.5 41.9 285.2 
S-10N2 122 280 1,620 9.5 41.9 285.2 
S-20N1 122 280 1,620 19 39.2 285.2 
S-20N2 122 280 1,620 19 38.1 285.2 
S-40N1 122 280 1,620 38 29.1 285.2 
S-40N2 122 280 1,620 38 29.1 285.2 
S-50N1 122 280 1,620 51 43.5 285.2 
S-50N2 122 280 1,620 51 43.5 285.2 

L-Series 
L-10N1 300 1,400 8,100 9.5 38.4 3,500.0 
L-10N2 300 1,400 8,100 9.5 40.4 3,500.0 
L-20N1 300 1,400 8,100 19 31.4 3,500.0 
L-20N2 300 1,400 8,100 19 33.2 3,500.0 
L-40N1 300 1,400 8,100 38 28.1 3,500.0 
L-40N2 300 1,400 8,100 38 28.5 3,500.0 
L-50N1 300 1,400 8,100 51 41.0 3,500.0 
L-50N2 300 1,400 8,100 51 40.1 3,500.0 

S, and L – Smaller or larger specimen; 10, 20, 40, and 50 – Nominal aggregate sizes used in the test; N – Normal concrete compressive strength; 1, and 2 – 
Specimen 1 or 2 of the duplicated series. 
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Table 2. Experimental data on the steel bars used in the tests by Sherwood [26]. Where, fy is the yield strength of reinforcement. 

Bar type Diameter [mm] Area [mm2] fy [MPa] 
#3 10 71.3 494 

20M 20 300 484 
30M 30 700 452 

 

Figure 2. Beams of S-Series and L-Series of the experimental program (units in mm). Adapted by Sherwood [26]. 

3 NUMERICAL MODELS 

A numerical model was developed to accurately simulate the experimental program. The problem was split 
into several partial problems and determined the internal relationship based their contour connectivity and 
characteristics. This is called the finite-element method (FEM). The FEM model must consider many effects to 
model the RC beams correctly and derive the basic conditions for the interaction between steel and concrete and 
the gradual formation of cracks. 

The models tested in the laboratory were reproduced using DIANA 10.1. The discretization of the mesh in the 
S- Series used quadratic finite elements of approximately 26 × 26 mm, which is approximately 1/12 of the total beam 
height (330 mm), which has been by Feenstra et al. [30], Vecchio and Shim [31], and Pimentel et al. [32]. In the 
L- Series, the mesh proportion contained quadratic finite elements of approximately 75 × 75 mm, on the order of 1/20 
of the total beam height (1,510 mm). Figure 3 shows the boundary conditions, load application points, and mesh sizes 
used in the FEM simulations. 
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Figure 3. S and L series beams numerical model. 

The models were constructed with 2D plane stress elements using square and triangular formats to represent the 
exact position of loads, restrictions, and longitudinal reinforcements. The longitudinal bars employ stiff beam 
elements for longitudinal and transverse displacements, particularly to act as dowels when the crack occur near the 
reinforcement. 

The beams were configured to present two vertical restrictions at the supports, in addition to the horizontal 
restriction at the load point. The load was applied with a continuous displacement of 0.05 mm during each load step. 
The modified Newton-Raphson method was used to reach the convergence, with an internal energy-based criterion and 
a tolerance of 0.001. To accelerate the convergence, the line search and arc-length method were included in the model, 
according to the recommendations described in DIANA [33]. 

Table 3 shows the main parameters used to simulate the concrete and steel materials used in this study. These 
parameters were obtained with numerous analyses, aiming to ensure consistency between numerical models and the 
experimental program. The data obtained by Sheerwood [26] were used as values for fc, the other properties were 
obtained based on the Model Code [23] recommendations, such as tensile strength of concrete, (fct), elasticity modulus 
of concrete (𝐸𝐸𝑐𝑐), and concrete Poisson coefficient (𝜈𝜈). Based on these values, calibrations were performed for each 
parameter and the ideal calibrated model was chosen. 

The evaluation included 4 to 5 energy ranges from fracture to traction. The initial value was adopted as 
recommended by the CEB/FIP Model Code [34] with a maximum reduction of 40% for L-Series beams and up to 30% 
for S-Series beams. 

Based on the parametric analysis performed, for the models studied, the increase in fracture energy proportionally 
reduced the load capacity of the analyzed beams, presenting reductions of 30-40% of the fracture energy in traction to 
better approach the experimental result. According to the CEB/FIP Model Code [34], the fracture energy can be 
estimated from Equation 1, which depends on the fracture energy base value, as shown in Table 4. 

𝐺𝐺𝑓𝑓 = 𝐺𝐺𝐹𝐹0 �
𝑓𝑓𝑐𝑐
10
�
0.7

 (1) 
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Table 3. Parametrization of concrete and steel at beams type S- and L-Series. Where: Exp.(1) refers to Exponential Tensile 
Softening. 

Specimen S-10 S-20 S-40 S-50 L-10 L-20 L-40 L-50 
dag [mm] 9.5 19 38 51 9.5 19 38 51 

fc [N/mm2] 41.9 38.1 29.1 43.5 38.4 31.4 28.1 40.1 
fct [N/mm2] 2.5 2.4 2.1 2.3 2.35 1.96 1.94 2.20 
Ec [N/mm2] 27,215 25,450 25,717 27,482 25,000 23,000 23,674 25,000 

í Poisson 0.15 0.20 0.15 0.20 0.15 0.15 0.20 0.15 
Gf [N mm/mm2] 0.049 0.065 0.090 0.078 0.040 0.045 0.069 0.072 
Gc [N mm/mm2] 3.0 3.0 8.0 10.0 6.0 1.8 2.0 5.0 

Smeared Crack Model Fixed Fixed 
Tensile Softening Exp.(1) Hordijk Exp.(1) Exp.(1) Hordijk 

Compression Diagram Parabolic Parabolic 
Shear Retention Mode Constant Constant 

â Shear Retention 0.01 0.03 0.008 0.013 0.033 0.033 0.043 0.033 

Table 4. Reference value of fracture energy as a function of aggregate size by CEB/FIP Model Code [34]. 
dmax [mm] GF0 [N/mm] 

8 0.025 
16 0.030 
32 0.058 

 
The results were compared not only based on the load-displacement behavior but also regarding cracking and longitudinal 

reinforcement strain. These results confirm the reliability of the proposed numerical models and enable indirect observation of 
the shear behavior. 

4 RESULTS AND DISCUSSION 

4.1. Load and displacement 
Figure 4 shows the variation of load with displacement for the S-Series numerical models for concrete with 

aggregates size ranging from 9.5 mm to 51 mm, comparing them with the reference models used by Sherwood [26]. 
The 9.5 mm and 19 mm models showed greater rigidity behavior at the beginning of the curve, especially in the initial linear 

behavior of the parameterized concrete. When the specimens began to crack, they lost their rigidity and developed a similar 
behavior as that of three experimental reference models, obtaining an ultimate load close to the experimental value. 

This rigid behavior is even more apparent in the numerical models for specimens with 38 mm and 51 mm aggregates. 
However, a trend like the experimental curve was observed throughout the development of the analysis. 

 
Figure 4. Load versus displacement curves for S-Series beams. 
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A varying load level, with a sequential increase in displacement, may lead to shear failure and the samples may 
become brittle like the experimental behaviors reported by Sherwood [26]. 

For the four numerical analyses conducted in the L-Series, the equivalence conditions between the numerical and 
experimental models showed similar characteristics, as shown in Figure 5. The choice of elasticity module at the 
beginning of loading did not show discrepancies. 

 

Figure 5. Load versus displacement curves for L-Series beams. 

The variation between the behaviors of beams with different aggregate diameters can be understood by using the 
results for beams with 9.5 mm and 51 mm aggregates, which represent the two extreme aggregate sizes used in the 
analysis. Their concrete strengths show a difference of less than 2.0 MPa for experimental strength of concrete. 

In the S-Series models, the ultimate load, ultimate displacement level, and ductility remained almost constant. The 
strength gain was more apparent for the L-Series, in the ultimate loads of both S and L-Series, with a difference of 
approximately 100 kN between the average values. The L-Series models exhibited similar stiffness and showed no 
major variations at the rupture. 

4.2. Strains at the flexural reinforcement 

The behavior of the longitudinal reinforcement of the model, referring to the axial deformations observed under the 
equilibrium torque of beams subjected to bending moment, can be observed for the analyzed beams, as shown in Figures 
6 and 7. The values were compared with those obtained by strain gauges fixed to the reinforcements in the center of 
the span of the evaluated beams. 
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Figure 6. Load versus flexural reinforcement strain curves for S-Series beams. 

 
Figure 7. Load versus flexural reinforcement strain curves for L-Series beams. 
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The numerical and experimental comparison of the reinforcements sought to understand the deformations 
verified by the structural response of the model, while ensuring that no equivalence between the curves 
(Figures  6 and 7) by any resistant phenomena, such as bending failures, and that the ultimate shear load that 
occurred in the experimental tests was preserved. Based on the results, it can be noted that despite the numerical 
models tending to behave more rigidly than the respective experimental values, good approximations were 
numerically registered, indicating an effective modeling of the deformation and rupture conditions of the 
experimental reference model. 

4.3. Cracking patterns 

Figures 8 and 9 show cracking occurring in the S and L-Series beams, respectively, with their critical crack 
loads marked. Based on the figures below, the influence of the diameter of the aggregate can be understood by 
comparing the samples sized from 9.5 mm to 51 mm. The inclination of the slope gradually reduced as the 
nominal size of the aggregate increased for the S-Series, representing only minor changes in the L-Series 
cracks. 

 

Figure 8. Numerical and experimental comparison for S-Series beams. 
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Figure 9. Numerical and experimental comparison for L-Series beams. 

4.4. Internal shear strength mechanisms of RC beams without stirrups 
The behaviors and derivations of the shear strength plots based on the internal concrete mechanisms in the 

immediate moments preceding the rupture were obtained from two distinct surveys. The first survey involved 
identifying a compressed strip of concrete just above the critical crack, and the second involved obtaining the shear 
force acting on the longitudinal reinforcement, identified as the dowel force. Figure 10 shows the horizontal 
compression stresses occurring in the beam with 9.5 mm aggregates for the S and L-Series beams, alongside the shear 
profile distributed in the area above the crack in two reference sections, A and B. 

 
Figure 10. Compression and shear stresses and dowel effect for beams with 9.5 mm size aggregates. 
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Section A is in the vicinity of the load, close to the top of the critical shear crack, and section B is at a distance d 
from the center of the span of the beam, adopted as the authors’ choice. In these studies, the chosen reference lines 
become relevant due to easily discriminating the influence of each of the plots at different distances from the supports, 
avoiding inconsistent readings on the real influence of each mechanism on the total shear force. 

In the numerical analysis procedure, the steps for obtaining the shear plots were performed using the following 
criteria. Firstly, the intact and non-cracked regions of the compression zone above the critical crack are identified with 
a compression stress diagram in the horizontal direction of the stress map σ𝑥𝑥𝑥𝑥. The end of the compressed zone is 
delimited using the correct coordinates of the point where the compressive stresses begin to be replaced by the tensile 
stresses. This premise is important since active shear stresses where the crack has occurred can also be observed from 
the shear distributions transferred by the beam body in the distributed crack mode. Thus, when the compression zone 
is properly delimited, the numerical procedure guarantees better precision and efficiency in the derivation of the shear 
strength plots. 

Based on the distribution of shear stresses τ𝑥𝑥𝑥𝑥 obtained in sections A and B of the S and L-Series, one can conclude 
that the closer to the peak of the critical crack the stress is measured, the smaller is the compression zone, adding to the 
intensity of the shear stresses transmitted above the crack. Unlike the S-series, the larger scale beams of the L-series 
showed a lower shear stress intensity transferred through the compression zone, even with external loading intensities 
considerably higher than that of the S-Series. At points near the center of the span, the crushing stresses are also more 
concentrated, reaching almost 50% of the maximum concrete compressive strength (fc). For section B, the maximum 
stresses are less intense, which is distributed over a larger compressed area above the crack. 

Based on the analysis of Table 5, the shear force transferred by each of the complementary concrete mechanisms 
was quantified for the reference sections of the S- and L-series beams. In this study, the procedure consists of identifying 
the shear portion transferred by the compression zone Vcz and the dowel action Vdowel of the analyzed beams, and then 
subtracting the terms following the relation Vagg

���� = Vexp − Vcz
��� – Vdowel, where Vexp is the experimental shear force, 

calculating the mean contribution to the total shear force by aggregate interlock mechanism in the reference sections A 
and B. 

Comparing the values obtained for each strength phenomenon, Vagg increased gradually as the maximum diameter 
of the aggregate in the mixture increased, as shown in the last column of Table 5, starting with %Vagg. This behavior 
was also discussed by Queiroz [35] and MacGregor and Wight [36], in which they concluded that the shear force by 
aggregate interlock increases as the coarse aggregate increases its diameter, consequently, the rugosity of the crack 
surfaces also increases. In this way, a greater shear stress is transferred across the cracks. 

Table 5. Plots of shear force obtained by numerical analysis of each of the internal mechanisms of resistant concrete. 

Specimen Vexp [kN] Section Vcz [kN] %Vcz [%] Vcz
��� [kN] Vdowel [kN] Vagg [kN] %Vagg [%] %Vagg

���� [%] 

S-10 36.1 A 17.6 48.7 63.8 0.55 17.95 49.7 33.8 B 28.5 78.9 1.05 6.55 18.0 
S-20 37.4 A 16.7 44.6 50.3 1.15 19.55 52.0 41.3 B 21.0 56.1 4.85 11.50 30.7 
S-40 34.0 A 16.1 47.3 59.1 1.25 16.65 49.0 38.3 B 24.1 70.9 0.50 9.40 27.6 
S-50 41.2 A 13.4 32.5 52.3 1.05 26.75 65.0 45.5 B 29.7 72.1 0.75 10.75 26.1 
L-10 259.6 A 102.0 39.3 37.5 4.30 153.30 59.0 60.5 B 92.7 35.7 6.90 160.00 62.0 
L-20 254.4 A 106.9 42.2 44.1 2.00 145.50 57.0 54.4 B 117.5 46.2 5.42 131.50 52.0 
L-40 280.4 A 94.3 33.6 45.1 4.30 181.80 65.0 53.6 B 159.0 56.7 2.75 118.60 42.3 
L-50 288.6 A 81.9 28.4 24.1 8.11 198.60 68.8 73.1 B 57.1 19.8 7.90 223.60 77.5 

 
The results of the S-series indicated that the aggregate interlock mechanism contributed to 34-46% of the shear 

force capacity. The predominant mechanism of shear capacity for this series was Vcz. The effect of the aggregate 
interlock mechanism is inversely proportional to the portion of the compression zone, which gradually decreases with 
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an increase in the aggregate size. For the L-series, this mechanism is dominated by more than half of the total shear 
strength force (54-73%). 

Observing the stress map σ𝑥𝑥𝑥𝑥 of the compression zone, the rupture was unrelated to the crushing of the compression 
zone in all the models presented since stress levels were below the strength limit of concrete in each d sample. 

These results confirm the conclusions proposed by Walraven and Reinhardt [37], who found that, in addition to 
concrete strength, the interlocking of aggregates plays an important role in the shear strength of beams. Comparing the 
9.5 mm and 38 mm aggregate models, when using concrete with a lower strength, the use of aggregates with larger 
diameters could guarantee similar breaking loads. 

During the experiments for understanding the influence of dowel action, difficulties were found in predicting the 
influence of the position of the bars on shear force. In distributed crack models, the deformation caused by dowel action 
is distributed over the width of the finite elements, not defining a perfect cut line on the bar. Therefore, shear force 
peaks of different intensities occur in numerous positions along the longitudinal beam. Table 6 shows the maximum 
shear force obtained in other sections of the analyzed beams. 

Table 6. Maximum shear forces obtained by the dowel action on the results of numerical analysis. 

Specimen Vexp [kN] Vdowel,max [kN] %Vdowel,max [%] 
S-10 36.1 4.35 12.0 
S-20 37.4 5.50 14.7 
S-40 34.0 4.70 13.8 
S-50 41.2 7.45 21.9 
L-10 259.6 15.30 5.9 
L-20 254.4 12.20 4.8 
L-40 280.4 11.70 4.2 
L-50 288.6 12.90 4.5 

 
According to the results presented, the largest numerically evaluated beams, such as those represented by the L-

series, did not benefit greatly from the strength mechanism of the dowel action, whose maximum contribution to the 
total shear strength was only 5%. 

5 COMPARISON BETWEEN EXPERIMENTAL AND PREDICTED SHEAR STRENGTH FORCE 
Understanding the methodologies used in the technical standards for predicting the shear strength mechanisms of 

concrete is a crucial part of studying shear in reinforced concrete beams. According to the Model Code [23], CSA-
A.23.3 [24], NBR 6118 [38], and ACI 318 [39], the transverse reinforcements are usually dimensioned to resist all 
excess shear that the internal strength mechanisms of the concrete are unable to supply, as expressed in Equation 2. 

Vs = Vu - Vc (2) 

where Vu = total strength shear force (Vu = Vexp); Vs = shear strength force by transverse reinforcement; Vc = shear 
strength force through internal concrete mechanisms. 

If Vc is overestimated, that is, Vc values obtained by numerical analysis is higher than the actual values in their 
respective experimental models, beams may lack relevant transversal reinforcements, passing excessive responsibility 
to concrete to resist shear. 

To guarantee an analysis that fits the beam condition, the formulations contained in the design codes that estimate 
the shear strength of beams (as detailed in Appendix A) can be applied and verified. The numerical tests and analyses 
performed in reference by design standards used an L/h (beam length/height) ratio of 4.9 for the S-Series and of 5.3 for 
the L-Series. 

The methods and limits applied in design standards are given below. 
• CSA-A.23.3 [24]: calculation for beam elements with L/h ≥ 2.0. 
• NBR 6118 [38]: calculation for isostatic beam elements with L/h ≥ 2.0 and for continuous elements with L/h ≥ 3.0. 
• ACI 318 [39]: calculation for beam elements with L/h ≥ 4.0. 
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Table 7 shows the shear strength predictions for the eight beam models tested by Sherwood [26] using the 
complementary concrete mechanisms recommended by the studied standards. The safety coefficients specified in each 
standard were not considered in the analysis. 

Based on the results presented in Table 7, it can be observed that all design standards presented favorable safety 
estimates for the S-series beams, except the Brazilian standard, which presented unfavorable results for the design. 
During the verification of the L-Series beams, the standards failed to predict the rupture load. The ACI 318 [39] standard 
presented more conservative results. 

 

Table 7. Comparison of analytical shear strength force with experimental results. 

Specimen Vexp [kN] VNBR 
[kN] VMC [kN] VCSA [kN] VACI [kN] Vexp/VNBR Vexp/VMC Vexp/VCSA Vexp/VACI 

S-10N1 36.6 51.9 29.5 26.0 28.8 0.70 1.24 1.41 1.27 
S-10N2 38.3 51.9 28.7 25.3 28.8 0.74 1.34 1.52 1.33 
S-20N1 39.1 49.7 29.3 26.0 27.8 0.79 1.33 1.50 1.41 
S-20N2 38.2 48.7 29.4 26.1 27.4 0.78 1.30 1.47 1.39 
S-40N1 41.8 40.7 24.9 22.2 24.0 1.03 1.68 1.88 1.74 
S-40N2 34.9 40.7 28.1 25.1 24.0 0.86 1.24 1.39 1.46 
S-50N1 38.5 53.2 32.2 28.7 29.3 0.72 1.19 1.34 1.31 
S-50N2 40.6 53.2 31.1 27.7 29.3 0.76 1.30 1.46 1.39 
L-10N1 265.0 602.3 243.6 208.3 191.7 0.44 1.09 1.27 1.38 
L-10N2 242.0 623.1 262.0 224.1 196.6 0.39 0.92 1.08 1.23 
L-20N1 265.0 526.7 265.2 229.6 173.4 0.50 1.00 1.15 1.53 
L-20N2 266.0 546.7 272.3 235.8 178.3 0.49 0.98 1.13 1.49 
L-40N1 242.0 489.1 288.8 252.8 164.0 0.49 0.84 0.96 1.48 
L-40N2 288.0 493.8 264.6 231.6 165.2 0.58 1.09 1.24 1.74 
L-50N1 272.0 629.2 327.9 287.0 198.1 0.43 0.83 0.95 1.37 
L-50N2 298.0 620.0 307.8 269.4 195.9 0.48 0.97 1.11 1.52 

Average 0.64 1.15 1.30 1.44 
CV (%) 29.0 19.6 18.6 10.1 

 
Assessing the accuracy of the studied standards in predicting the experimental shear force Vexp, Model Code [23] 

and CSA A.23.3 [24] proved the most capable in predicting rupture by the internal mechanisms of concrete. Model 
Code [23] presented the smallest variations, with a mean safety factor of 1.15 and a 19.6% variation coefficient. 

For Model Code [23] and CSA A.23.3 [24], the importance of the influence of the aggregate diameter for the 
prediction of rupture by shear force can be inferred since they are based on MCFT. 

Although NBR 6118 [38] showed fewer conservative results in the prediction of rupture for L-series beams, 
effective safety estimates were obtained for the S-series beams – those with a size range commonly used in most 
buildings – provided that all the recommended procedures and safety coefficients are applied. 

6 CONCLUSIONS 
Eight experimental RC beams without stirrups, separated into two series of different sizes, aggregate diameters, and 

compressive strength of the concrete, were studied by nonlinear numerical analysis using the DIANA software to 
understand the influences and contributions of the internal mechanisms of concrete on shear strength. The experimental 
results were compared with the estimates predicted by standards such as the Model Code [23], CSA-A.23.3 [24], NBR 
6118 [38], and ACI 318 [39], to understand the ability of these codes in predicting the shear strength of beams by 
internal concrete mechanisms. 

The nonlinear calculation method chosen in this study provided a satisfactory representation of the shearing 
behavior of the experimental models, showing good numerical-experimental approximations between the cracks 
pattern, ultimate load, strain in the longitudinal reinforcement, and the development of the deflection observed on the 
beam. It was concluded that the aggregate interlock phenomenon could be seen as the main form of failure for all the 
evaluated beams. This is due to the range of longitudinal stresses measured in the compression zone being unable to 
recognize the phenomenon of concrete crushing at the failure. Moreover, studying the rupture via the dowel effect of 
the reinforcement, which presented shear forces lower than a possible rupture, was impossible. 
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The outcomes suggest that, for a good approximation between the models studied, the Gf values, initially adopted 
according to CEB/FIP Model Code [34], must range from 100% to 70% of the total value for the S-Series beams and from 
100% to 60% of the total value for L-Series. Thus, the S10 model was 70%, the S20 model 85%, and the S40 model 73%. 

For both S and L-Series, the percentages of influence of the aggregate interlock mechanism gradually increased as 
the diameter of the coarse aggregate of the mixture increased. Comparing the 9.5 mm and 51 mm extremes with the 
same characteristic strengths, an increase in the capacity of the model is evidenced. The strength force increased 
approximately by 10 kN in the S-Series samples and by 100 kN in the L-Series samples. 

Based on the normative estimates, it is concluded that in the methodologies that incorporate the influence of the 
aggregate diameter on the shear strength in their design equations produced better predictions on the behavior of concrete 
without shear reinforcement, with less than 20% of variation from the comparative numerical-experimental model. 

The results of the numerical tests, as well as in the experimental test carried out by Sheerwood [26], aimed to obtain 
a type of brittle failure in the beams that occurs by the formation of a typical critical crack. In the numerical model, 
some characteristics were verified to define this type of failure, such as: longitudinal reinforcement did not present high 
stress or close to the yield stress (eliminating the hypothesis of failure by bending); the compressed zone presented 
stresses, in any direction, always at levels significantly lower than the concrete strength; and the pattern of crack 
formation showed a typical typology of critical shear cracking. 

Note that, the rupture moment was also assumed in the experimental tests by Sherwood [26] and showed 
correspondence with the numerical models, resulting in even more certainty about the model’s rupture moment. 
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APPENDIX A. Design Codes. 
The design shear capacity attributed to the concrete can be taken by Mode Code [23] as 

VMC = VRd,c= kv 
�fc 

γc
zbw (A.1) 

where γc is the concrete’s safety coefficient, adopted as a unit value in this study, and z = 0.9d. 
The kv coefficient refers to the contribution of concrete to shear strength and, for Level 3 of approximation, it can 

be obtained by Equation A.2. 

kv = 

⎩
⎪
⎨

⎪
⎧

0.4
(1 + 1500εx)

. 1300
(1000 + 0.7kdg z)

 ≤ 0.15 → If ρw= 0)
                                         

0.4
(1 + 1500εx)

 → If ρw ≥ 0.08 �fc
fyk

 

 (A.2) 

where, 

kdg = 48
16 + dg

≥ 1.15 (A.3) 

where dg is the aggregate diameter. 
The parameter εx represents the longitudinal strain at the mid-depth of the member and shall be taken as 

εx = 
Mu
z  + Vu

2 (Es As)
 (A.4) 

where z is the distance between the compressed and the stretched chord of the truss model (0.9d); ρw is the transverse 
reinforcement ratio; Mu is the ultimate bending moment (Mu = Vul/4); Vu is the ultimate shear force; Es is the Young’s 
modulus of the flexural reinforcement and; As is the longitudinal reinforcement area. 

The standard CSA-A.23.3 [24] presents the verification of the shear safety condition through the product between 
the shear retention factor β and the root of the concrete’s compressive strength (√fc). 

The capacity shear force can then be obtained by multiplying β√fc and the properties of the cross section such as 
width bw and effective height to shear dv, lessened by parameters referring to concrete mixing conditions 𝜆𝜆, and a 
strength reduction factor ϕc. 

VCSA = Vc ϕcλβ�fc bw𝑑𝑑𝑣𝑣 (A.5) 

where the effective shear height (dv) can be taken as the highest value between 0.9d and 0.72h. 
The parameter sze for beams without transverse reinforcement is given by Equation A.6. 

𝑠𝑠ze=
35sz

15 + ag
≥ 0.85𝑠𝑠z (A.6) 

where ag is aggregate diameter, and sz refers to the distance between the vertical stirrups of the structural element. 
The strain effect factor (β) is given by Equation A.7. 

β = 0.4
1 + 1500εx

. 1300
1000 + sze

 (A.7) 



G. F. Leme, E. A. P. Liberati, M. G. Marques, L. M. Trautwein, and L. C. Almeida 

Rev. IBRACON Estrut. Mater., vol. 16, no. 4, e16406, 2023 17/17 

where, 

εx = 
Mu
𝑑𝑑𝑣𝑣

 + Vu

2 (Es As)
 (A.8) 

According to the standard NBR 6118 [38], the values of the shear-resistant portion by internal concrete mechanisms 
will vary based on the load condition to which the beams will be subjected. 

Thus, considering the calculation model I of the Brazilian standard, in which the strut has an inclination of θ = 45° 
and adopting the beam subjected to simple bending, 

VNBR = Vc = 0.6 fctd bwd  (A.9) 

fctd = 0.21
γc

fc
  2/3  (A.10) 

where, fc is the compressive concrete strength; bw is the width of the element; d is the distance from extreme compression 
fiber to centroid of longitudinal tensile reinforcement and γc is the concrete’s safety coefficient, adopted as a unit value 
in this work. 

According to ACI 318 [39], the shear strength of non-prestressed members is a function of concrete strength, axial 
load acting on section, size effect, section area, effective depth, member width, and longitudinal reinforcement ratio. 
For beams without shear reinforcement (Av), the shear strength of the concrete (VACI) is given by Equation A.11. 

VACI = Vc = � 0.66λ𝑠𝑠 λ(𝜌𝜌𝑤𝑤)1/3�fc + 𝑁𝑁𝑢𝑢
6𝐴𝐴𝑔𝑔
� bwd (A.11) 

where Nu is the axial load; Ag applies to the gross cross-sectional area; ρw is the longitudinal reinforcement ratio of the 
tension reinforcement (ρw = As/bwd); and λ is the factor for standard or lightweight concrete. The Nu/6Ag value shall not 
greater than 0.05fc. 

The size effect modification factor shall be determined by Equation A.12. 

λs = � 2
1 + 0.004d 

 ≤ 1.0 (A.12) 

Additionally, the shear strength Vc is limited to the maximum value Vc,max as 

V𝑐𝑐,max = 0.42λ�fc bwd (A.13) 



Rev. IBRACON Estrut. Mater., vol. 16, no. 4, e16407, 2023 

ORIGINAL ARTICLE 

Corresponding author: Túlio Nogueira Bittencourt. E-mail: tbitten@usp.br 
Financial support: None. 
Conflict of interest: Nothing to declare. 
Data Availability: Due to the nature of this research, participants of this study did not agree for their data to be shared publicly, so supporting data are not available. 

 This is an Open Access article distributed under the terms of the Creative Commons Attribution LicenM se, which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited. 

Rev. IBRACON Estrut. Mater., vol. 16, no. 4, e16407, 2023|  https://doi.org/10.1590/S1983-41952023000400007 1/20 

Received 09 June 2022 
Accepted 18 September 2022 

 

Design of reinforced concrete structures from  
three-dimensional stress fields 
Dimensionamento de estruturas de concreto armado a partir de campos 
de tensão tridimensionais 
Reinaldo Chena  
Túlio Nogueira Bittencourta  
João Carlos Della Bellaa  
 

aUniversidade de São Paulo – USP, Escola Politécnica, Departamento de Engenharia de Estruturas e Geotécnica, São Paulo, SP, Brasil 
 

Abstract: The design of reinforced concrete structures starting from a linear analysis is allowed by design 
codes and leads to safe solutions. The structural model built for the analysis may be composed not only of bar 
and shell elements, but also solid elements. In the present work, the formulation of the Reinforced Solid 
Method (RSM) was reviewed and applied to the Ultimate Limit State design of a reinforced concrete member, 
with the computation of the required reinforcement and concrete check of each individual solid element within 
the structural model. The results were visualized in a post-processor and validated by numerical simulations. 
The RSM effectively allows for the design of concrete structures with general geometry and loading 
conditions, whilst identifying local effects throughout the volume of the structure. 

Keywords: solid elements, reinforced concrete, design, reinforced solid method, three-dimensional elasticity. 

Resumo: O dimensionamento de estruturas de concreto armado a partir de esforços provenientes de análise 
linear é permitido pelas normas e conduz a estruturas seguras. O modelo estrutural elaborado para a análise 
pode ser composto não somente de elementos de barra e de casca, mas também de elementos sólidos. Neste 
trabalho, a formulação do Método dos Sólidos Armados (MSA) foi revista e a aplicada ao dimensionamento 
em ELU de uma peça de concreto, com cálculo da armadura e verificação do concreto em cada um dos 
elementos sólidos componentes do modelo estrutural. Os resultados foram visualizados em um pós-
processador e validados por simulações numéricas. O MSA permite o dimensionamento de estruturas com 
geometria e carregamento genéricos, identificando, ao mesmo tempo, efeitos localizados no interior do 
volume da estrutura. 

Palavras-chave: elementos sólidos, concreto armado, dimensionamento, método dos elementos armados, 
elasticidade tridimensional. 
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IBRACON Estrut. Mater., vol. 16, no. 4, e16407, 2023, https://doi.org/10.1590/S1983-41952023000400007 

1 INTRODUCTION 
A concrete structure may be idealized from the composition of linear (bars), shell (membranes, plates, and shells), 

and solid elements. The utilization of finite solid elements may be justified when designing structural members with 
complex geometry and loadings, for which the application of unidimensional or bidimensional elements turns out to be 
insufficient to capture the load paths within the structure, such as those comprising industrial or hydraulic facilities 
(Figure 1). A linear analysis may be performed to determine the internal stress distribution throughout the three-
dimensional structure for the ultimate limit state design, according to design codes [3]–[5]. The stress fields obtained 
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from the analysis consists of six stress components at each integration point of the solid elements comprising the 
structural model. Limiting state conditions are not directly expressed in terms of sectional forces, and the problem of 
dimensioning the required reinforcement and checking concrete in the presence of the applied stresses is then posed. 

 
Figure 1. (a) Finite solid element model for a clinker storage silo of the Ramliya Cement Plant (Dianafea [1]);  

(b) concrete hydroelectric structure (Wikimedia Commons [2]) 

A solution for the design would be to provide reinforcement to resist the major principal stress in the principal 
directions. However, in design practice it is impossible to provide reinforcement following the randomly oriented principal 
tensile stresses within the structure, even more considering that a structural member is designed for multiple loading 
conditions. Alternatively, reinforcement could be arranged in three orthogonal directions to resist the major principal 
tensile stress in the three reinforcement directions. But this solution is also disregarded in design practice since 
uneconomical layouts would be attained, especially when crack directions draw close to any of the reinforcement 
directions. In another attempt, designers previously utilized the incomplete method of defining working sections and 
integrating the normal stress patterns over their surfaces and then calculating the reinforcement from the total sectional 
forces. For example, Boer [6] proposed the so-called “Theory on composing results to lower model type results” where 
one should proceed to the back-substitution of stresses from a solid model to reference elements: either by integration of 
stress components along the height of a structure to a bidimensional model at the level of a reference plane (Figure 2a), or 
by integration of stresses along both height and width of an elected cross-section to a unidimensional model at the level of 
a reference line (Figure 2b). Dolgikh and Podvysotskii [7] proposed, independently, the “Method of equivalent shells”, 
which consisted basically in the same procedure as the one proposed by Boer, and applied it to the design of a concrete 
spillway (Figure 3). The method of composing results in reference elements, however, has restrict application to members 
with uniform geometry and loadings, so that a sectional design may effectively be performed. It cannot be applied in 
discontinuity regions such as joints of frames or zones of application of concentrated loads. As pointed out by Lisichkin 
[8], the results obtained by integration methods are “not rigorous since they did not incorporate either the tangential stresses 
or the effects of the resistance in the reinforcement to shearing in other directions.” 

 
Figure 2. Composition of results from solid elements: (a) in a quadrangular reference plane or (b) in a reference line [6] 
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Figure 3. Finite element model for a concrete spillway: (a) with solid elements; (b) with equivalent shell elements  

(Dolgikh and Podvysotskii [7]) 

The solution for the Ultimate Limit State (ULS) then relied on the definition of a resistant mechanism equilibrating 
the applied stress tensors. Smirnov [9], addressed, for the first time, equations for the reinforcement design in concrete 
solid elements from three-dimensional stress tensors, focusing on the application in hydroelectric structures. 
Kamezawa et al. [10] proposed additional formulas for the computation of the required reinforcement, but these were 
still limited to stress combinations yielding reinforcement in three directions. Marti, Mojsilović and Foster published 
two thorough detailed works on the subject [11], [12], clearly identifying biaxial and uniaxial compression design cases, 
and representing graphically the solution with the aid of Mohr circles. Their formulation was later reproduced in the fib 
Bulletin [13], which was a practical guide to finite element modelling of reinforced concrete structures. In this 
publication, however, no new information about the subject were brought. Hoogenboom and Boer [14], [15] categorized 
the solution into three subgroups, namely “corner”, “edge” and “interior solution”, according to the requirement of 
reinforcement in one, two or three orthogonal directions, respectively. They also implemented this solution in a 
numerical algorithm searching for the solution that minimized the total required steel. Su et al. [16] presented a genetic 
algorithm to examine all possible solutions and to find, among then, the one that provided the optimal reinforcement. 
Zalesov et al. [17] and Lisichkin [8] treated the theme with a different approach, where reinforcement incorporated 
shearing resistance. Since the solution was not analytical, but rather based upon coefficients determined experimentally, 
the derived equations are not presented in this work. Finally, Nielsen and Hoang presented the complete formulation in 
the third edition of the book Limit Analysis and Concrete Plasticity [18]. Former editions, dated of 1984 and 1999, still 
did not address this theme. The authors brought out the physical interpretation of the applied shear stresses and elegantly 
deducted analytically the complete set of design formulas of the reinforced solid method (RSM). 

2 THE REINFORCED SOLID METHOD 
The reinforced solid method (RSM) for the design of reinforced concrete structures combines linear stress analysis 

with limit design. A plastic method is in fact applied, and the lower bound theorem is recalled twice: first in the selection 
of a linear elastic statically admissible stress field equilibrating the design load (at the level of the global structure), and 
then in the calculation of the equivalent stresses on reinforcement and concrete composing a system of resistance that 
is statically able to carry the applied stresses, where the yield stress is nowhere violated (at the level of each individual 
element comprising the structure). The design load will be a safe estimate of the ultimate load of the structural member. 

2.1. Application of limit analysis to structural concrete 
Limit analysis was formulated for rigid-plastic materials and deals with the collapse load or the load-carrying 

capacity of a body at the yield point. The lower-bound theorem of limit analysis states that: 
“Any load corresponding to a statically admissible state of stress (a state of stress that satisfies the equilibrium 

conditions and the statical boundary conditions for the actual load) everywhere at or below yield is not higher than the 
ultimate load.” 

A state of stress obtained from a linear elastic analysis represents a statically admissible stress field since equilibrium 
and static boundary conditions are satisfied. Concepts of limit analysis and their application to reinforced concrete were 
carefully reviewed and organized by several researchers [18]–[21]. Muttoni et al. [19] detailed the lower bound theorem 
for the application in reinforced concrete enunciating: 
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“In a plastic design a stress field is chosen such that the equilibrium conditions and the statical boundary conditions 
are fulfilled. The dimensions of cross-section and the reinforcement have to be proportioned such that the resistances 
are everywhere greater than or equal to the corresponding internal forces.” 

Kaufmann and Mata-Falcón [22] refer to Nielsen, Thürlimann and his coworkers as the pioneers in applying the theory 
of plasticity to reinforced concrete back to the second half of the last century, stating that “they were of course fully aware 
of the limited ductility of concrete and even reinforcement. Therefore, they completely neglected the tensile strength of 
concrete and addressed further concerns regarding ductility by providing minimum reinforcement and using conservative 
limits of the so-called effective concrete compressive strength as well as upper limits for the reinforcement quantities and 
corresponding compression zone depths (to avoid brittle failures due to concrete crushing).” Since then, design methods 
for three-dimensional structures based on the limit analysis have been developed, including the strut-and-tie method (STM) 
and the stress field method (SFM), (extensively reviewed in a state-of-the-art report fib bulletin [23]), and the reinforced 
solid method (RSM) [14], [15], [9]–[12], [18]. 

2.2. Idealization of material response 

Limit analysis assumes that materials behave in a rigid-plastic manner. Since the material response is not perfectly 
plastic, equivalent reduced plastic strengths need to be defined for the application of the RSM: 

Yielding conditions for concrete. The compressive strength of concrete fc is considered with a reduced value to 
account for the material brittleness and effects of transversal strains. The tensile strength of concrete is neglected for 
equilibrium. 

Yielding conditions for reinforcement. Reinforcing bars are assumed to be perfectly plastic, capable to resist only 
axial stresses. They are also assumed to be perfectly bonded to the concrete and distributed at such small intervals that 
the forces in them can be replaced by an equivalent stress distribution in the concrete. All these assumptions are allowed 
with basis on the lower bound theorem, once they will result in stresses in the reinforcement that are statically 
admissible. Kaufmann [20] contextualizes objectively the above-mentioned considerations: “Apart from the 
assumption of perfectly plastic reinforcement, these idealizations are quite crude. In a real structure, reinforcing bars 
are not infinitely thin, and considerable transverse shear may occur in reinforcement (“dowel action”). Bond stresses 
are limited by the bond strength, resulting in finite development lengths. The crack spacings are not infinitely small 
and tension stiffening effects occur. On the other hand, the analysis of a structure is simplified to a great extent by these 
assumptions, and their influence on the ultimate load is often negligible.” 

Yielding conditions for reinforced concrete. Until now, yielding conditions were set for each material individually 
and not for reinforced concrete, a heterogenous material. In the application of limit analysis methods to structural 
concrete, concrete and reinforcement are considered together as a continuum with resistance given by the linear 
combination of the resistances of the individual materials. Limit analysis may be applied to reinforced concrete if there 
is sufficient deformation capacity to develop the plastic stress redistribution required in the element. 

2.3 RSM: the applied stresses 

In the three-dimensional space, the stresses at a point referred to a rectangular coordinate system x, y and z are 
completely defined by the symmetrical stress tensor: 

x xy xz

xy y yz

xz yz z

S
 
 =  
  

σ τ τ
τ σ τ
τ τ σ

 (1) 

The positive sign convention for the six stress components is shown in Figure 4a: normal stresses σx, σy and σz are 
positive as tensile stresses; shear stresses τxy and τxz are positive in the coordinate directions in a section with the x-axis 
as an outwardly directed normal of the element face; shear stresses τxy and τyz are positive in the coordinate directions 
in a section with the y-axis as an outwardly directed normal of the element face; shear stresses τxz and τyz are positive in 
the coordinate directions in a section with the z-axis as an outwardly directed normal of the element face. 
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Figure 4. (a) Stress components in a solid element; (b) normal and shear stresses in an arbitrary plane; (c) Mohr circle for 3-D 

stresses in a point (adapted from Foster et al. [12]) 

For any oblique plane having a unit normal n = {nx, ny, nz} passing through a point P, the stresses at point P can 
resolved into a component normal to the plane (σn) and a shear component parallel to the plane (Sn), as shown in Figure 
4b. For a stress to be principal, Sn = 0 which implies that: 

x x xy y xz z n x

xy x y y yz z n y

xz x yz y z z n z

n n n n
n n n n
n n n n

σ + τ + τ = σ
τ + σ + τ = σ
τ + τ + σ = σ

 (2) 

As all three components of n cannot be zero, the solution is nontrivial only if the determinant of the coefficients 
\σ\ = 0, that is: 

0
x n xy xz

xy y n yz

xz yz z n

−
− =

−

σ σ τ τ
τ σ σ τ
τ τ σ σ

 (3) 

Expansion of the equation above leads to the characteristic equation: 

3 2
1 2 3 0n n nI I Iσ − σ + σ − =  (4) 

where I1, I2 and I3 are the invariants of the stress tensor given by: 

1 1 2 3

2 2 2
2 1 2 2 3 1 3

2 2 2
3 1 2 32

x y z

x y y z x z xy yz xz

x y z xy xz yz x yz y xz z xy

I

I

I

= + + = + +

= + + − − − = + +

= + − − − =

σ σ σ σ σ σ

σ σ σ σ σ σ τ τ τ σ σ σ σ σ σ

σ σ σ τ τ τ σ τ σ τ σ τ σ σ σ

 (5) 

where σ1, σ2 e σ3 are the principal stresses, ordered such that σ3 ≤ σ2 ≤ σ1. The principal stress directions ni = {nix, niy, 
niz} (i = 1, 2, 3) are obtained from: 
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; ;iy iz ix iyix iz
ix iy ix

i i i

c c c cc cn n n
C C C

= − = − = −  (6) 

where 2 2 2 2 2 2
i i x i y i x i z i y i zC c c c c c c= + +  and 

( ) ( ) ( ); ;ix x i yz xy xz iy y i xz xy yz iz z i xy xz yzc c c= − − = − − = − −σ σ τ τ τ σ σ τ τ τ σ σ τ τ τ  (7) 

Once that the principal stresses have been found in magnitude and direction, the stresses on any oblique plane can 
be determined from: 

2 2 2
1 1 2 2 3 3n n n n= + +σ σ σ σ ; 2 2 2 2 2 2 2 2

1 1 2 2 3 3n nS n n n= + + −σ σ σ σ  (8) 

where n1, n2, n3 are the direction cosines relative to the principal axes of a vector normal to the plane. The point (σn, Sn) 
lies within the hatched region in Figure 4c. For the planes yz, xz and xy, the shear stresses are calculated, respectively, by: 

2 2 2 2 2 2; ;x xy xz y xy yz z xz yzS S Sτ τ τ τ τ τ= + = + = +  (9) 

Notes on shear stresses. There are eight combinations of signs for given absolute values of the shear stresses τxy, 
τxz and τyz, as shown in Table 1, that can be grouped into two subgroups. Let us consider a stress state with three positive 
shear stresses (sign combination #1). If the coordinate system is rotated 1800 about the x-axis, the same shear stresses 
referred to the new coordinate system should be written with the sign combination #2; if the original coordinate system 
is rotated 1800 about the y-axis, the shear stresses should be written with the sign combination #3; if, however, the 
original coordinate system is rotated 1800 about the z-axis, shear stresses should be written with the sign combination 
#4. These transformations are represented in Figure 5, showing the physical equivalence between the so-called positive 
shear stress Case 1. Let us now consider a stress state with all three shear stresses being negative. Similarly, sign 
combinations #6 to #8 are physically equivalent to sign combination #5, and they all can be grouped into the so-called 
negative shear stress Case 2, as shown by the transformations in Figure 6. 

Table 1. Shear stress sign combinations 

Case 1 Sign combination 
Case 2 Sign combination 

τxy τxz τyz τxy τxz τyz 
# 1 + + + # 5 - - - 
# 2 - - + # 6 + + - 
# 3 - + - # 7 + - + 
# 4 + - + # 8 - + + 
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Figure 5. Positive shear stresses in Case 1 

 
Figure 6. Negative shear stresses in case 2. Legend: (±, ±, ±) = (signal of τxy, signal of τxz, signal of τyz) 

2.4 RSM: the system of resistance 

Let us consider a concrete cube with smeared reinforcement in the x-, y- and z-directions, delimited by an inclined 
plane corresponding to a crack, this plane being orthogonal to the larger principal stress (Figure 7). It is assumed that 
the crack face is crossed by the reinforcement in three directions but is free from any normal or shear stresses. The 
applied stresses (S) are resisted by equivalent stresses on concrete (Sc) and equivalent reinforcement stresses (Ss), as 
shown in Figure 8a: 

0 0
0 0
0 0

c s

x xy xz x tx xy xz tx

yx y yz yx y ty yz ty

zx zy z zx zy z tz tz

f f
f f

f f

= +

   −  
     = − +     
     −     

σ τ τ σ τ τ
τ σ τ τ σ τ
τ τ σ τ τ σ

S S S

 (10) 

Concrete must resist both the difference between the normal applied stresses and the normal stresses carried by the reinforcement 
(σci = σi - fti), and the three shear stress components (τxy, τxz, τyz); reinforcement, on the other hand, must resist the equivalent 
reinforcement stresses ftx, fty, ftz (reinforcement bar stresses distributed over the concrete area). It is assumed that reinforcing steel 
cannot carry shear stress. 
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Figure 7. Cracked solid element with reinforcement in three orthogonal directions: (a) side view; (b) view of the inclined crack 
plane crossed by the reinforcement 

The principal concrete stresses are derived from the concrete characteristic equation: 

3 2
1 2 3 0n c n c n cI I Iσ σ σ− + − =

 (11) 

where the Ic1, Ic2, Ic3 are the invariants of the concrete stress tensor: 

( ) ( )1

2 2 2
2

2 2 2
3 2

c cx cy cz x y z tx ty tz

c cx cy cy cz cx cz xy yz xz

c cx cy cz xy xz yz x yz y xz z xy

I f f f

I

I

= + + = + + − + +

= + + − − −

= + − − −

σ σ σ σ σ σ

σ σ σ σ σ σ τ τ τ

σ σ σ τ τ τ σ τ σ τ σ τ

 (12) 

When one principal concrete stress is zero (σc1=0), the third invariant of the concrete stresses Ic3 = 0, and the latter the 
characteristic equation reduces to: 

2
1 2 0c cI Iσ σ− + =

 (13) 

which has the roots: 

( )2
1

2
21

3

41
2

c II
c

c III
c cI I I


= ±



=
−

=
σ σ
σ σ

 (14) 

The first term in Equation 14 defines the center of the 2 to 3 principal concrete stress circle and the second term, 
the radius. Figure 8b plots the Mohr´s circle for the applied stresses and, within the circles, the stress (σi, Si), with i = x, 
y, z. They are resisted by equivalent concrete stresses (σci, Sci) and by equivalent steel stresses fti = (ρsi x σsi), where ρsi 
are the reinforcement ratios in the i-th directions, and σsi are the equivalent steel stresses in the i-th directions. 
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Figure 8. (a) System of resistance for a reinforced solid; (b) Mohr´s circle for the applied stresses and equivalent stresses on 

concrete and reinforcement [11] 

2.5 RSM: equivalent stresses computation 
From the eight combinations of signs of the three shear stresses, it is only necessary to consider two cases: all shear 

stresses positive or all shear stresses negative (or equivalently two shear stresses positive and one negative). This 
separation leads the ensuing formulation. For the complete deduction, please refer to Nielsen and Hoang [18]. 

2.5.1 Case 1a: positive shear stresses, reinforcement in three directions 
Initially, the concrete normal stresses σcx, σcy, σcz are expressed as a function of the given shear stresses τxy, τxz, τyz 

and the Euler angles Ψ, θ, ϕ (angles used to describe the rotation for going from a rectangular coordinate x, y, z-system 
to the ξ, η, ζ-system when describing a stress state, as shown in Figure 9). 

sin cos sin

cos cos
xy xz

cx θ

τ τ
σ

ψ θ θ

ψ
= −

+
; 

cos cos sin

sin cos
xy yz

cy θ

τ τ
σ

ψ θ θ

ψ
= −

+
; 

cos cos sin cos

sin
xz yz

cz θ

τ τ
σ

ψ θ ψ θ
= −

+
 (15) 

These formulas make possible to express the equivalent reinforcement stresses ftx, fty, ftz as: 

tantan
costx x xy xzf = + +

θψσ τ τ
ψ

; 
1 tan

tan sinty y xy yzf = + +
θ

ψ
σ τ τ

ψ
; 

cos sin
tan tantz z xz yzf = + +σ τ τψ ψ

θ θ
 (16) 

 
Figure 9. Euler angles 

The total reinforcement consumption R = ftx + fty + ftz is calculated by: 

1 tan tan
tan

tan tan tanx y z xy xz yztx ty tz
cos sin

R f f f
cos sin

= + + = + + + + + + + +
     
     
     

θ ψ θ ψ
σ σ σ τ ψ τ τ

ψ ψ θ ψ θ
 (17) 
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whose minimum is found for tan ψ = 1 and tan θ = 2 / 2 . Inserting these values into Equation 16, we find: 

( )tx x xy xzf σ τ τ= + + ; ( )ty y xy yzf σ τ τ= + + ; ( )tz z xz yzf σ τ τ= + +  (18) 

Concrete stresses are only dependent on the shear stresses: 

( )cx tx xy xzx fσ σ τ τ−= = − + ; ( )cy ty xy yzy fσ σ τ τ−= = − + ; ( )cz tz xz yzz fσ σ τ τ−= = − +  (19) 

and the corresponding principal stresses are: 

( ) ( ) ( )22

3

3II c
xy xz yz xy xz yz xy xz xz yz yz xy

III c


= − + + + + − + +



=
=



σ σ
τ τ τ τ τ τ τ τ τ τ τ τ

σ σ
 (20) 

2.5.2 Case 1b: positive shear stresses, reinforcement in two directions 
i. If ftx comes out negative in Equation 18, then: 

0 0

0; ;xy xz xy xz
tx ty y yz xy tz z yz xz

x x

f f f

> >

+ +
= = + + = + +

 

τ τ τ τ
σ τ τ σ τ τ

σ σ
 (21) 

ii. If fty comes out negative in Equation 18, then: 

0 0

; 0;xy yz xy yz
tx x xz xy ty tz z xz yz

y y

f f f

> >

+ +
= + + = = + +

 

τ τ τ τ
σ τ τ σ τ τ

σ σ
 (22) 

iii. If ftz comes out negative in Equation 18, then: 

0 0

; ; 0xz yz xz yz
tx x xy xz ty y xy yz tz

z z

f f f

> >

+ +
= + + = + + =

 

τ τ τ τ
σ τ τ σ τ τ

σ σ
 (23) 

Concrete stresses are no longer only dependent on the shear stresses: 

; ; zx ycx tx cy ty zcz tf f fσ σ σ σ σ σ= = −= − −  (24) 

2.5.3 Case 1c: positive shear stresses, reinforcement in one direction 
i. If fty comes out negative in Equation 21 or ftx comes out negative in Equation 22: 
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2 2

2

2
0; 0; x x yz y xz

tx
y xz

ty tz z
x y

yz

xy

f f f= = = +
−

− −τ τ τ σ τ σ τ
σ

σ σ τ
 (25) 

ii. If ftz comes out negative in Equation 21 or ftx comes out negative in Equation 23: 

2 2

2

2
0; ; 0xy xz y x yz z xy

tx ty y tz
x z xz

zf f f= = +
−

=
−

−σ τ σ τ
σ σ τ

τ τ τ
σ  (26) 

iii. If ftz comes out negative in Equation 22 or fty comes out negative in Equation 23: 

2 2

2

2
; 0 ; 0y xz z xy

tx x ty tz
y z yz

xy xz yzf f f
− −

= + = =
−

σ τ σ
τ

τ
σ σ

τ τ τ
σ  (27) 

Concrete stresses, once again, do not depend only on the shear stresses: 

xxcx tfσ σ= − ; yycy tfσ σ= − ; zcz tzf= −σ σ  (28) 

2.5.4 Case 1d: positive shear stresses, no reinforcement required 
When ftx, fty and ftz all become negative in Equations 26 through 28, no reinforcement is required. This condition 

occurs when: 

2 2 2 02x y z x yxy xz yz yz xz xyzτ τ τ τσ τ τσ σ σ σ σ−+ − − <  (29) 

In this case, all principal stresses are negative (compressive). 

2.3.5 Case 2a: negative shear stresses, biaxial concrete compression 
The shear stresses with the larger absolute values are considered positive and the shear stress with the smaller 

absolute value is considered negative. Analyzing Equation 20 for the concrete principal stresses, biaxial compression 
(σII e σIII < 0) occurs if: 

0xy xz xz yz xy yz+ + >τ τ τ τ τ τ  (30) 

In this case, the formulas for Case 1 may be used when |τyz| is the smaller absolute shear stress. Otherwise, the 
designer should rename axes according to the following scheme: 

If |τxy| is the smaller one: x y y z z x→ → →  (31) 

If |τxz| is the smaller one: x z y x z y→ → →  (32) 
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2.5.6 Case 2b: negative shear stresses, uniaxial concrete compression 
Once again, the shear stresses with the larger absolute values are considered positive and the shear stress with the 

smaller absolute value is considered negative. Analyzing Equation 20 for the concrete principal stresses, uniaxial 
compression (only σIII < 0) occurs when 

0xy xz xz yz xy yz+ + <τ τ τ τ τ τ  (33) 

Considering that |τyz| is the smaller absolute shear stress, the equivalent reinforcement stresses are: 

xy
x

yz
x

xz
tf

τ τ
σ

τ
= − ; xy

y
xz

y
yz

tf = −
τ τ
τ

σ ; xz
z

xy
z

yz
tf = −

τ τ
τ

σ  (34) 

If ftx turns out negative in Equation 34, Formula 21 from Case 1 is valid; if fty comes out negative in Equation 34, 
Formula 22 is valid; if, finally, ftz comes out negative in Equation 34, Formula 23 is valid. One may continue using the 
formulas from Case 1, Equations 25 to 27 and 30, when further negative values appear. Concrete stresses are calculated 
by 

; ;x cy y cz
xy xz xy yz xz yz

cx tx ty tz
yz xz xy

zf f f
τ τ τ τ τ τ

σ σ σ σ
τ τ τ

σ σ= = =− = =− = −  (35) 

Concrete principal stresses are 

0

0; xy xz xy yz xz yz

yz x
II III cx cy

z y
cz

x

<

= = + + = + +


σ σ
τ τ τ τ τ

τ τ
σ σ σ

τ
τ  (36) 

When |τxy| is the smaller shear stress, Formulas 34 to 36 for Case 2b may be applied when transformations in Equation 31 
are applied. When |τxz| is the smaller one, the transformations (32) apply. 

The design equations for cases 1a, 1b, 1c, 1d, 2a, and 2b are summarized in Table 2. 

2.6 RSM: reinforcement design and concrete verification 
Reinforcement is designed on the assumption of utilization of the bars up to the design value, and stresses must be 

limited to: 

; ;tx sx yd ty sy yd tz sz ydf f f f f f≤ ≤ ≤ρ ρ ρ  (37) 

where ρsx, ρsy, ρsz are the reinforcement ratio in the x-, y- and z-directions, respectively, and fyd is the design value of the 
reinforcement steel yield stress. 

Concrete stresses are required to satisfy: 

III cdf− ≤σ ν  (38) 
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where fcd is the design compression strength of concrete, and ν is the efficiency factor introduced to account for both 
confinement effects, as in the case of concrete in biaxial or triaxial compression, disturbance effects such as caused by 
transmission of tension fields through compression fields, and micro-cracking in the concrete paste due to shrinkage. 
Then, ν accounts for the imperfect assumption that concrete behaves as a rigid-plastic material and ensures that ductility 
demands are met. The following values of ν are indicated by the fib Model Code [4]: 

i. If no reinforcement has yielded and at least one principal stress is in tension, then: 

1,18 1
1,14 0,00166 si

= ≤
+

ν
σ

 (39) 

where σsi is the maximum tensile stress (in MPa) in any layer of the reinforcing steel 

ii. If one or more layers of reinforcement yield: 

( ) 1,181 0,032
1,14 0,00166i

ydf
= −

+
ν δ  (40) 

where δi is given by Equation 42 (i = x, y, z). 

iii. If all principal stresses are compressive, ν may be taken as 1,0 or determined in accordance with more elaborate 
expressions for the strength under multiaxial states of stress, such as the one given by Ottosen [4], [24]: 

22 1
2 ' 1 0

cm cm cm

JJ I
f f f

α +λ +β − =  (41) 

where I1 and J2 characterize the state of stress considered, and fcm is the concrete uniaxial compressive strength. 

In a solid subject to increasing loads, the stress field is continuously redistributed, starting from an initial 
approximately elastic state, followed by cracking of concrete, and yielding of steel. Through this process, elements 
shall be capable of allowing for sufficient plastic strains to prevent local rupture before the calculated stress distribution 
has been attained. Foster et al. [12] alert that “designers must critically examine the load path being assumed to satisfy 
themselves that a sufficient level of ductility is available to meet the demands of the imposed tractions.” For this purpose, 
they presented an expression for the enclosed angle between the principal direction of the applied stresses and those of 
the concrete stresses: 

1cosi ix cix iy ciy iz cizn n n c n nδ −≤ + +  (42) 

where nci (i = 1, 2, 3) are the direction cosines of the concrete stress tensor, as shown in Figure 10. They suggested a 
limit of 25 degrees to δi, value that was later revised by the Model Code [4] to 15 degrees. 
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Figure 10.  Comparison of concrete principal stress directions and the principal stress directions  

for the case of optimum reinforcement [12] 

Table 2. Summary of design equations for individual elements 

Reinf Cases ftx fty ftz Condition 
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Notes: 
(1) Sign convention: positive normal stress for tension. 
(2) Case 1: (sign of τxy, sign of τxz, sign of τyz) = (+, +, +), (+, -, -), (-, +, -), (-, -, +) → consider +|τxy|, +|τxz| and +|τyz| 
(3) Case 2: (sign of τxy, sign of τxz, sign of τyz) = (+, +, -), (+, -, +), (-, +, +), (-, -, -) 

→ If |τyz| is the smallest absolute shear stress: consider +|τxy|, +|τxz| and -|τyz|. 
→ If |τxy| is the smallest absolute shear stress: x→y, y→z, z→x . Consider: +|τxy|, +|τxz| and -|τyz|. Calculate reinf. and retrieve original axes. 
→ If |τxz| is the smallest absolute shear stress: x→z, y→x, z→y . Consider +|τxy|, +|τxz| and -|τyz|. Calculate reinf. and retrieve original axes. 

(4) Concrete stresses (all cases): σcx= σx - ftx; σcy= σy - fty; σcz= σz - ftz. Concrete verification as described in section 2.5. 
(5) Reinforcement: ρsx = ftx / fy; ρsy = fty / fy; ρsz = ftz / fy; and as= ρs. Ac 
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3 METHODOLOGY FOR THE DESIGN OF A STRUCTURAL MEMBER 
As an example of the herein proposed methodology, the design of a reinforced concrete member by the RSM was 

performed according to the steps 1 to 3 described below: 
Step 1: Linear analysis. An initial linear analysis was performed with the software STRAP version 12.5 from Atir 
Engineering Software Development Ltd. [25]. The structure was modeled with finite solid elements assuming 
uncracked material, linear stress-strain relationships, and the mean value of the concrete modulus of elasticity. From 
this initial model two output *.lst files were obtained: one containing the geometry definition (nodal coordinates 
and element nodal incidence), and the other containing the complete stress field deriving from the analysis (nodal 
stresses). 
Step 2: Data processing – individual element RSM design. An application was developed with Java programming 
language for data treatment using Java Development Kit JDK 17. This application was built to: (i) read the data 
from the *.lst files created in step 1; (ii) treat the data, computing stress invariants, principal stresses and directions, 
and equivalent resisting stresses in each model node (both reinforcement stresses ftx, fty, ftz and concrete stresses); 
(iii) automatically assemble the calculated quantities into a *.vtk file to be later accessed by a post processor. The 
flowchart of the application structure is presented in Figure 11. 
Step3: Data analysis and structural member RSM design. The *.vtk file was loaded into the software Paraview 
version 5.9.1 from Kitware Inc. This software, described by Ahrens et al. [26], is an open-source software system 
for 3D computer graphics, modeling, volume rendering and information visualization by operations such as 
clipping, slicing, filtering, or generating contours from the loaded data. At this point, a thorough analysis of the 
reinforcement requirements and concrete stresses sufficed for the global structural design and subsequent detailing 
by delimitation of zones with constant reinforcement ratio. 
The methodology was applied to the RSM design of a structural component: a pile cap with dimension 1,90 m x 

1,90 m, 0,80 m depth, concrete C30, supported by four rectangular 0,30 m x 0,30 m piles, subjected to a design load of 
Pd = 1 380 kN acting on the top of a 0,30 m x 0,80 m rectangular column. Though less usual in design practice, 
rectangular piles were chosen to facilitate modelling and visualization. For step 1, the definition of a 0,10 m mesh size 
led to a structural model with 3 400 cubic solid elements, as shown in Figure 12. 

 
Figure 11. Flowchart of the developed application 
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Figure 12. Structural solid model of a four-pile cap for the step 1 of the methodology 

4 RESULTS AND DISCUSSIONS 

4.1 Results for the four-pile cap designed by the RSM 
The distribution of equivalent reinforcement stresses in the x- and y-directions, in cross sections passing through 

the center of gravity of the cap, are illustrated in Figure 13a and b, respectively. It should be noted that, according to 
the design, it was necessary to distribute reinforcement in the two lower thirds of the cap depth. It was proposed to 
reinforce the lower 0,25 m of the cap depth with reinforcement ratio ρx = ρy = 0,5∙(1,8+0,9)/435 = 0,31%, and the 
intermediate 0,25 m of the cap depth with ρx = ρy = 0,5∙(0,9+0)/435 = 0,10%. Doing so, the smeared total horizontal 
reinforcement amounted to Asx = Asy = 19,5 cm2. Equivalent reinforcement stresses were also detected in the z-direction, 
as shown in Figure 14a, mainly at the regions highlighted by the red color, which corresponded to the intersection 
between the mid-depth plane and the compression struts. The maximum ftz value was equal to 0,79 MPa and indicated 
the necessity of z-reinforcement at a ratio of ρz = 0,79/435 = 0,18%. The largest equivalent concrete principal stresses 
were clearly distributed following the direction of the compressive struts, as shown in Figure 14b, where the solid 
elements with σc3 = σIII < -1,0 MPa were filtered. 

 
Figure 13. Four-pile cap analysis: reinforcement equivalent stresses (a) ftx and (b) fty 
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Figure 14. Four-pile cap: (a) reinforcement equivalent stress ftz; (b) elements with concrete principal stress σIII lower than -1,0 MPa 

4.2 Validation of the RSM 
Numerical simulations of the four-pile cap were performed using the software ATENA 3D version 5.9.0 from 

Červenka Consulting [27] to validate the design achieved for the four-pile cap. A fracture-plastic material model based 
on the classical orthotropic smeared crack formulation (CC3NonLinCementitious2) was assigned to the concrete 
elements; reinforcement was modeled either by discrete or smeared bars, considering bilinear stress-strain law for steel, 
with maximum strain limited to 10‰. The partial factor method (as prescribed in the fib Model Code [4] and in 
Guidelines for Nonlinear Finite Element Analysis of Concrete Structures [28]) was selected as the safety format for the 
non-linear analyses, meaning that design values were assigned to the basis variables. The arc-length solution method 
was selected as the solution scheme. 

Five models were tested up to failure, two of which designed by the Strut and Tie Method (STM), and the other 
three designed by the Reinforced Solid Model (RSM). Model ⑤ was elaborated considering the discrete reinforcement 
designed by the STM; initially, we considered neglecting the concrete tensile strength just as it is done in the STM. 
However, for convergence purposes, a reduced fctd was set for concrete: fctd, reduced = 0,10 MPa ≈ 0,07 fctd. The ultimate 
load for this model, just 2% higher the design load (Pd = 1 412 kN), indicates the proper calibration of both material 
models and solution method chosen for the simulations. Model ③ was built with smeared reinforcement in three 
directions designed by the RSM, while in model ④ reinforcement in the z-direction was suppressed. Both models 
considered the reduced tensile strength so that a direct comparison could be established between the RSM and the STM 
results. The ultimate loads obtained by the simulations were, respectively, 1,54 x Pd and 1,46 x Pd. Model ① was built 
with smeared reinforcement designed by the RSM (see Figure 15a), and model ② with discrete reinforcement designed 
by the STM. Both considered fctd = 1,46 MPa as input value. The ultimate loads obtained by the simulations were, 
respectively, 1,78 Pd and 1,52 Pd. Figure 15b and Figure 16 plot the reinforcement stresses for the last step of the 
nonlinear analyses, where the x-reinforcement yielded with 10‰ strain. The load displacement curves for all performed 
numerical simulations are presented in Figure 17. 

 
Figure 15. Numerical model ①: (a) reinforcement zones; (b) x-reinf. stresses (MPa) with crack pattern (crack widths > 0,1 mm 

only) 
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Figure 16. Numerical model ①: (a) y-reinf. stresses (MPa); (b) z-reinf. stresses (MPa) 

 
Figure 17. Load displacement curves for the performed numerical simulations 

4.3 Discussion 
The methodology presented for the RSM was applied to the design of a simple structural component to confirm the 

applicability of the proposed design method and to facilitate the discussion on the design variables. 
Four-pile cap. The total required horizontal reinforcement for the RSM design was Asx = Asy = 19,5 cm2, higher 

than the required reinforcement for a STM design (Asx = Asy = 12,0 cm2) in which reinforcement in the x- and y-directions 
were all arranged at the bottom of the cap, maximizing the internal lever arm between tie and compression zone. The 
numerical simulations of models ③ and ④ indicated that reinforcement in the z-direction had little influence on the 
pile-cap collapse load, and this could be accounted on plastic redistribution of the equivalent reinforcement stresses in 
the z-direction. The pile cap could certainly be designed according to other well-established solutions. Brazilian design 
code [3] even explicitly recommends that the reinforcement be concentrated over the top of the piles when designing 
pile caps. However, the proposed application of methodology not only presents an alternative safe solution, but, more 
importantly, illustrates a procedure whose application may be efficiently extended to very complex structures. 

Benefits of the method. Four main aspects are herein highlighted on behalf of the RSM for the design of structures 
with solid elements. First, the method predicates that all the structure volume participates in the resisting scheme, 
differently from the STM or the SFM, where stress fields are developed quantitatively in a few elements, and stress-free 
zones are disregarded outside the strut/tie zones. Second, the method relies neither on the development of a strut-and-tie 
scheme (or combined strut-and-tie schemes), nor on the definition of nodal geometries, nor on the application of an 
iterative procedure for the adjustment of the truss internal arms. Third, the method is applicable to the design or assessment 
of structural elements with general geometry, from the simplest to the most complex, subjected to any loading condition, 
even in discontinuity regions. Last, the RSM does not require running nonlinear analyses as in the application of strength 
reduction numerical methods. Examples of these methods are those presented by Mergny et al. [29], Abra and Ftima [30], 
and Yun et al. [31], which allow for the degradation of concrete by gradually reducing its tensile strength during the 
analysis in an iterative finite element analysis framework. The RSM is yet believed to be an efficient alternative in 
engineering practice due to its non-iterative application. 
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Reinforcement layout. The application of the RSM provides the designer a field of required reinforcement 
throughout the structural volume, expressed in terms of a reinforcement ratio distribution. In this way, opposed to STM, 
where the reinforcement layout is often concentrated, the RSM leads to a distributed reinforcement layout. 

Plasticity. In the RSM design, since the final resisting model follows the elastic solution element by element, and 
reinforcement is provided throughout the structure volume, less stress redistribution and less plastic deformation are 
expected than in the STM design. Consequently, a more distributed crack pattern and smaller crack widths are also 
expected, improving the structural performance in both Ultimate and Serviceability Limit States. 

Design practice. Structural models in current design practice are predominantly composed of bar and shell 
elements, while the use of solid elements is still largely ignored. This condition may be ascribed to two main reasons: 
difficulties arisen in treating the large amount of data resulting from the finite element linear analysis and, probably, 
the lack of knowledge of the rules for proportioning the required reinforcement. This paper disclosures the established 
design rules and presents an example of an effective design tool for the application of the RSM. Finally, it is worth 
noting that a paragraph of the Model Code [5] entitled “3D Solids” is dedicated to this design method. Further studies 
of this subject, including those accounting on serviceability states and detailing aspects, though still missing in recent 
references, shall enhance its application. 

5 CONCLUSIONS 
The following conclusions have been derived from this research: 

• The RSM for the ULS design of structures is justified by the static method, based on the lower bound theorem of 
the Limit Analysis of the Theory of Plasticity, and yields safe solutions. It can be applied to any kind of structure, 
from the simplest to those with complex geometry and loading conditions, including discontinuity regions. 

• There is a full set of equations for the reinforcement design and concrete verification of individual solid elements 
from three-dimensional stress fields obtained from linear analyses. Any applied stress state can be resisted by 
equivalent stresses in the concrete and in the reinforcement distributed in up to three orthogonal directions. 

• A computational routine was developed for the automatic design of all set of individual elements within a structural model. 
• The utilization of a post processor for the visualization of the resistance system (i.e., concrete and reinforcement 

equivalent stresses) provided a clear understanding of both overall structural behavior and local effects. 
• Verifications assisted by numerical simulations confirmed the safety of the Reinforced Solid Method, as expected. In 

the case of the analyzed four-pile cap, the design resistance resulted approximately 50% higher than the design load. 
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Abstract: Buildings are composed of several systems, each with specific designs and regulations to ensure 
that constructions are safe and viable. Many residential, commercial, and industrial buildings have systems 
with gas central storage, which must be subjected to strict safety criteria to avoid accidents. In addition to the 
safety mechanisms provided by manufacturers, designers of these gas central storage must consider other 
devices to reduce explosion risk and mitigate the damaging blast effects. Explosions are physical-chemical 
phenomena that are characterized by the sudden expansion of a material and, consequently, energy release. 
When an accidental explosion occurs, much damage is caused by the shock wave and fragments. In the case 
of pressure vessels, a mechanical explosion can occur. Studying this explosion is essential to developing a 
more reliable, safe design for surrounding buildings and its users. This work aims to study the effects of gas 
tank explosions. In this study, the Autodyn computational tool based on fluid dynamics (CFD) is used. This 
software allows the modeling of complex explosion scenarios and the evaluation of blast wave parameters. 
For each numerical model, the overpressure levels outdoors and indoors are evaluated. The results indicated 
how the wave overpressures are distributed in different scenarios, and from them, it was possible to analyze 
the damaging levels. 

Keywords: explosion, LPG tank, shock wave, overpressure, damage. 

Resumo: As edificações são compostas por vários sistemas, cada um com projetos e normas específicas para 
garantir que as construções sejam seguras e viáveis. Muitos edifícios residenciais, comerciais e industriais 
possuem sistemas com centrais de gás, as quais devem ser submetidas à rigorosos critérios de segurança para 
evitar acidentes. Além dos mecanismos de segurança fornecidos pelos fabricantes, os projetistas dessas 
centrais de gás devem considerar outros dispositivos para reduzir o risco de explosão e mitigar os efeitos 
danosos da explosão. As explosões são fenômenos físico-químicos que se caracterizam pela expansão súbita 
de um material e, consequentemente, liberação de energia. Quando ocorre uma explosão acidental, muitos 
danos são causados pela onda de choque e fragmentos. No caso de vasos sob pressão, pode ocorrer a explosão 
mecânica e a compreensão dos efeitos desse evento é essencial para o desenvolvimento de projetos mais 
confiáveis e seguro para as edificações e seus usuários. Este trabalho tem como objetivo o estudo dos efeitos 
da explosão de tanques de gás. Neste estudo, é utilizada uma ferramenta computacional baseada em 
fluidodinâmica computacional (CFD); o Autodyn. Esse software permite a modelagem de cenários complexos 
de explosão e a avaliação de parâmetros de ondas de choque. Para cada modelo numérico, são avaliados os 
níveis de sobrepressão no exterior e no interior. Os resultados indicaram como se deu a distribuição das 
sobrepressões da onda em diversos cenários e partir deles foi possível traçar estimativas de dano. 
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1 INTRODUCTION 

Residential and commercial buildings are composed of several systems, for example, structural, hydraulic, electrical, 
gas and others. In many constructions, there are gas supply systems, and, in some cases, this gas is stored in stationary 
tanks placed outside the building. These kinds of tanks are designed for high-pressure gas storage, the most common 
being LPG. There is an inherent risk of explosion when a gas tank is being used, and this risk can be related to 
manufacturing failures, careless maintenance, fire, incidents, and even criminal acts. 

An explosion is a complex and non-linear phenomenon that results from a sudden energy release, and its magnitude 
is related to the amount of energy released [1]. The explosions can be originated from solid materials (plastic explosives, 
for example), liquids, or gas clouds, and they can be classified according to their nature as mechanical, chemical, or 
nuclear. Furthermore, there are also electrical explosions resulting from high-intensity electrical discharges. Chemical 
explosions occur through detonation (supersonic combustion process) or deflagration (subsonic combustion process). 

The shock wave physics and its equations were studied by Zel’dovich and Raizer [2], who also explained the 
Lagrangian and Eulerian approaches applied to numerical analysis. An elementary and detailed explosion description 
and its effects can be found in the works of Kinney and Graham [1] and Needham [3]. 

This study focuses on mechanical explosion, which can be observed during the failure of a pressurized vessel. About this 
kind of explosion, Salzano et al. [4], Schleyer [5], and Ferradás et al. [6] presented a mathematical model to evaluate LPG tanks 
in a fire environment coupled with a risk analysis, an analysis of loading on structures and analysis the blast effects on buildings, 
respectively. The safety distance from a vapor cloud rapid deflagration was investigated by Li and Hao [7] using a numerical 
tool. In the context of a gas cloud, numerical simulations in environments with complex geometry were performed by Vianna 
and Cant [8], Ferreira and Vianna [9], [10], and Quaresma et al. [11]. These researchers used a computational tool with meshes 
based on Porosity Distributed Resistance (PDR). In the PDR approach, objects smaller than the computational grid occupy only 
part of each computational cell; thus, only part of the cell volume is available for flow [12]. According to Cain [13], the blast 
wave emanating from the bursting pressure vessel is somewhat similar to that caused by a high explosive detonation; however, 
the blast wave overpressure values may diverge at short standoff distances. Therefore, a suitable prediction of energy loss by 
dissipation process is needed in order to achieve accurate results when simulating stored energy using high explosives. Molkov 
and Kashkarov [14] compiled some methods in their research to predict mechanical energy stored in gas-pressurized tanks. 

Gas explosion overpressures in confined spaces were numerically simulated by Wang et al. [15] and Li et al. [16]. 
In addition to these studies, using computational fluid dynamics, Cen et al. [17] and Pang et al. [18] performed gas tank 
explosion simulations in an apartment and in a kitchen, respectively. Numerical research about explosion overpressures 
in urban and residential environments and the use of obstacles to mitigate shock wave effects was carried out by Costa 
and Doz [19] and Vyazmina et al. [20]. 

Most recorded explosions involving gas tanks occur accidentally. Therefore, there is little data about overpressures and shock 
wave propagation from these explosions. Most information about these events is related to residual damage of damaged 
buildings. Despite this scenario, Stawczyk [21] and Tschirschwitz et al. [22] carried out experiments with exploding gas tanks, 
and a study about high-speed fragments from pressure vessel explosions was presented by Vaidogas [23]. 

Semi-empirical models are a reliable approach to studying explosion phenomena, and they can be used as an alternative to 
real-scale experiments that are expensive and dangerous to carry out. However, these models are unable to represent complex 
events such as shock wave reflections and channeling. Numerical methods are essential tools to overcome these limitations. 

Currently, there are some numerical tools for explosion simulation, for example, Autodyn, FLACS, and STOKES 
(Shock Towards Kinetic Explosion Simulator). According to Quaresma et al. [11], the STOKES is a PDR-based code 
that can be used to modeling gas explosions in complex environments, the porous mesh generated by STOKES can 
evaluate the effects of small scale obstacles without the need of considerable mesh refinement. Autodyn is a tool that 
can simulate detonations, impacts and other severe loading problems, where the results can be remapped to other 
analysis systems within the Ansys® Workbench for further analysis. According to Tham [24], one unique feature of 
Autodyn is it allows different parts of a single problem to be modeled with their appropriate numerical formulation, 
allowing a user to couple different numerical solution techniques in a single problem. 

This work aims the analysis of a gas tank blast effects in terms of overpressure data on close buildings. A correlation 
between the overpressure levels and the threshold parameters for buildings and its users is performed. The 
computational fluid dynamics (CFD) tool Autodyn from the Ansys® package is used for this research. 

2 EXPLOSION PARAMETERS 
Several parameters can influence gas tank explosion analysis, such as the amount of stored energy, explosion 

standoff distance, tank geometry and overpressures distribution. In order to achieve reliable results these parameters 
must be correctly addressed by the predictive methods and numerical approach. 
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2.1 Method of predicting mechanical energy in pressure vessels 
A reliable prediction of the stored energy in pressure vessels is an essential part of explosion analysis. Molkov and 

Kashkarov [14] presented a compilation of several methods to calculate the energy of a physical explosion, such the 
Brode's equation, the isentropic expansion, the isothermal expansion and thermodynamic availability that are related with 
ideal gas model. The isothermal and thermodynamic availability models are restricted to cases where the temperature at 
the beginning and end of the process is the same. The energies obtained by the Brode models and isentropic expansion are 
similar and smaller than that obtained by previous two models, where, in this case, the Brode model is more realistic with 
less restricting assumptions. Molkov and Kashkarov [14] suggested also the Abel-Noble equation of state to non-ideal gas 
analysis, which improves the predictive capacity of energy stored in gas tanks, as it represents a more realistic situation of 
the problem. In a hermetically sealed vessel filled with pressurized gas, the mechanical energy can be calculated as the 
product of the mass of the gas, specific heat at constant volume, and temperature [14]. 

Introducing the Abel-Noble equation for energy calculation, we have Equation 1. Equation 2 is the gas co-volume 
expression [25], a parameter that represents the volume occupied by gas molecules per unit mass. 
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Where E = stored mechanical energy (J); Pg = stored gas pressure (Pa); P0 = ambient pressure (approximately equal to 
101325,0 Pa at sea level); Vg = stored gas volume (m3); Cv is the specific heat at constant volume (J/mol∙K); T = gas 
temperature (K); Ru = universal gas constant (equal to 8,314462618 J/mol∙K); M = molar mass of gas (kg/mol); b = co-
volume of gas (m3/kg); R = gas constant (J/kg∙K), Tc = critical point temperature (K); and Pc = pressure of the critical 
point of the gas (Pa). 

2.2 TNT-equivalent mass 
Gas tank explosions can be analyzed using methodologies classified into three categories according to their nature: 

the TNT (trinitrotoluene) equivalence method, blast curve methods and numerical simulations [26]. Sochet [27] presents 
an overview of analytical models for explosion analysis and highlights their limitations. 

TNT-equivalent method is an analytical model that uses the scaled distance and semi-empirical equations (detailed in 
the following item) to evaluate the overpressure peaks. Crowl and Louvar [28] mentioned that the main advantage of this 
method is the simple to use, this advantage was observed by Lopes and Melo [29] in the study on the explosion of hydrogen 
cylinders in nuclear power plants. As noted by Cain [13], the TNT-equivalent method can be used to estimate the gas tank 
explosion overpressure in the far field. In the nearby field, López et al. [30] observed that it is possible to use this method 
when the explosion yield is correctly adjusted to the model in order not to overestimate the overpressures. 

The methodology adopted in this paper is a mixed process that involves analytical and numerical methods. The use 
of analytical models is related to predicting the mechanical energy stored in the tank, the TNT-equivalent mass, and the 
blast wave overpressure at validation points. TNT detonation and shock wave propagation analysis in complex scenarios 
are performed using numerical models. 

In this study, only the mechanical energy of the explosion was considered since the contribution of the chemical 
portion only occurs if the gas mixture is ignited. Thus, the TNT-equivalent mass was obtained by the direct correlation 
between the mechanical energy stored in the gas tank and the specific energy released in a TNT explosion. This specific 
energy is approximately equal to 4.184 MJ/kg, Bolonkin [31]. The explosion yield in terms of the generated shock wave 
was estimated in an energy loss analysis detailed below in item 3.4. 

2.3 Analytical equations for predicting explosion overpressures 
Shock waves are disturbances that propagates through the air carrying a large amount of kinetic energy, the typical 

overpressures distribution of a shock wave is shown in Figure 1. Overpressure is an important parameter in a prior 
damage assessment, it is defined as the difference between the shock wave pressure and the ambient pressure. 

Figure 1 also illustrates the shock wave phases. The positive phase of the shock wave shows a higher overpressure 
magnitude but a short duration when compared to the negative phase. 
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Figure 1. Typical scheme of a shock wave from an ideal explosion from a spherical source in an open environment [32] - adapted. 

Semi-empirical methods can be used for a preliminary overpressure analysis, those methods are related with scaled 
distance (Equation 3) that measures the effects of the explosion in terms of energy dispersion by relating the standoff 
distance with explosive mass. 
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Were Z = scaled distance (m/kg1/3); R = distance from explosion center to analysis point (m); and W = TNT mass (kg). 
The overpressures can be predicted with the semi-empirical models shown in Table 1, that are valid for open-air 

explosions from spherical explosive charges. 

Table 1. Semi-empirical overpressure (ΔP) prediction equations [33]. 
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2.4 Overpressure limits for damage to humans and structures 
Overpressure levels can be directly related with building damage assessment, as shown in Table 2. According to 

Baker et al. [35] the damaging effects of explosions on building users can be direct and indirect. The direct effects are 
related to the shock wave overpressures (Table 3) and the indirect effects are related with debris at high speed from 
damaged materials. 

When a shock wave collides with a living being, part of its energy is reflected, and another fraction is absorbed and 
transmitted to body tissues. As a result, the absorbed kinetic energy causes stress waves, leading to rapid physical 
deformation that can result in a tissue rupture [32]. 

Table 2. Shock wave effects on structures [34]. 

Damage 
Overpressure (ΔP) 

Bar psi 
Glass breakage 0,01 – 0,015 0,15 – 0,22 

Minimal damage to buildings 0,035 – 0,075 0,52 – 1,12 
Damage to metal panels 0,075 – 0,125 1,12 – 1,87 

Failure of wooden panels (buildings) 0,075 – 0,15 1,12 – 2,25 
Failure in brick walls 0,125 – 0,2 1,87 – 3 

Rupture of refinery tanks 0,2 – 0,3 3 – 4,5 
Damage to buildings (metallic structures) 0,3 – 0,5 4,5 – 7,5 

Damage to concrete structures 0,4 – 0,6 6,0 – 9,0 
Probable total destruction of most buildings 0,7 – 0,8 10,5 - 12 

Table 3. List of some damages caused to humans [34]. 

Damage 
Overpressure (ΔP) 

Bar psi 
Tolerable (does not cause damage) up to 0,0001 up to 0,0015 

Fall 0,07 – 0,1 1,05 – 1,5 
Eardrum rupture 0,35 – 1,0 5,25 – 15 

Lung injuries 2,0 – 5,0 30 – 75 
Lethality 7,0 – 15,0 105 – 225 

3 PRELIMINARY ANALYSISL 

3.1 Gas tanks normative parameters 
In this study, LPG tanks are considered static, that is, placed in fixed locations on the ground surface or underground. 

The design parameters established by ABNT [32] were considered in all modeled gas tanks, as summarized in Table 4. 

Table 4. Types and characteristics of tanks according to ABNT [36]. 

Tank type Tank volume Distance from the tank to the building and 
openings Model identification 

Aboveground 

A up to 0,5 m3 next to the building and 3 m from the opening model 1 
B from 0,5 to 2,0 m3 1,5 m from the building and 3 m from the opening model 2 
C from 2,0 to 5,5 m3 3 m from the building model 3 
D from 5,5 to 8,0 m3 7,5 m from the building model 4 
E from 8,0 to 120,0 m3 15 m from the building model 5 

Underground 
A up to 8,0 m3 3 m from the building model 6 
B from 8,0 to 120,0 m3 15 m from the building model 7 

3.2 Tank manufacturing parameters 
LPG tanks are hermetically sealed vessels resistant enough to withstand high internal pressures. Generally, these 

tanks have a rounded geometry to minimize the risk of rupture due to stress concentration. 
In this work, the most common high-pressure design (2.0 MPa) was considered for all LPG tanks. These high pressures 

that keep the gas in a liquid state and vary as a function of the temperature and proportion of the hydrocarbon mixture. 
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3.3 Gas properties 
Propane gas requires more pressure to liquefy than other hydrocarbons that compose LPG. Therefore, it represents 

a riskier situation when compared to other hydrocarbons. Table 5 presents the propane properties adopted in the energy 
prediction of all the tanks studied in this work. 

Table 5. Physical and chemical propane gas properties adopted [25] – adapted. 
Reference temperature (T) 15º C (288,2 K) 

Specific mass in liquid state (ρ) 581 kg/m3 
Specific heat at constant pressure (Cp) 74,057 J/mol∙K 
Specific heat at constant volume (Cv) 65,744 J/mol∙K 

Specific heat ratio (γ) 1,126 
Molar mass (M) 0,044097 kg/mol 

Molar constant (R) 188,5 J/kg∙K 
Critical point temperature (Tc) 370 K 

Critical point pressure (Pc) 4,26 MPa 
Co-volume (b) – obtained by Equation 2 0,00205 m3/kg 

3.4 Energy loss analysis 
It should be pointed out that energy from an explosion is dissipated in several ways, such as shock waves, heat, 

sound, movement of fragments, and others. Therefore, not all the energy released in the explosion is carried by the 
shock wave, some part of this energy is lost. In a pressure vessel explosion, this energy loss is related with tank 
deformation and rupture process. 

According to Lees [37], about 40% to 80% of the energy of the explosion is carried by the shock wave, it is possible 
to infer that the energy loss is a calibration factor. In order to calibrate the energy loss to the simulated models, a 
preliminary simulation based on the experiments of Tschirschwitz et al. [22] was made. The tank properties and the 
measured overpressures at gauges positions are shown in Table 6. 

Table 6. Experimental data from Tschirschwitz et al. [22]. 
Tank Moment of rupture Overpressures (ΔP) 

Identification Volume Pressure in the tank Gas temperature (L = 5 m) (L = 7 m) (L = 9 m) 
PC07 (experiment 1) 0,0272 m3 82,1 bar 111,4 °C 0,15 bar 0,11 bar 0,09 bar 
PC09 (experiment 2) 0,0272 m3 86,9 bar 97,0 °C 0,15 bar 0,11 bar 0,10 bar 

Note: L is the distance from the overpressure sensor to the center of the explosion. 

The simulation results were compared with experimental and semi-empirical models, as shown in Figure 2. In this 
case, it is possible to see that the semi-empirical methods are not accurate enough for close range explosions because 
they do not account the shock wave reflection phenomena on the ground. 

The estimated energy loss was initially recalculated through a model update process based on the experimental 
results. It was possible to define the value of energy loss at approximately 25%, which is within the values range 
exposed by Lees [37]. In this sense, the explosion yield concerning the portion of energy involved in the shock wave 
formation is 75%. This value was considered in subsequent simulations that share similar modeling. 

 
Figure 2. Overpressures as a function of the explosion distance of a propane gas tank with a volume of 27.2 liters. 
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3.5 TNT equivalent mass for each type of tank 
The TNT equivalent mass was obtained considering the energy loss and the mechanical energy formulation from 

Equation 1, as shown in Table 7. 

Table 7. Stored energy and TNT equivalent mass in each tank type. 

Tank  
type 

Mechanical energy  
stored in the tank [J] 

Energy loss 
rate 

Specific energy of the  
TNT explosion [J/g] 

TNT equivalent  
mass [kg] 

Aboveground 

A 7.005.291,9 25,0% 4184,0 1,256 
B 28.021.167,7 25,0% 4184,0 5,023 
C 77.058.211,2 25,0% 4184,0 13,813 
D 112.084.670,8 25,0% 4184,0 20,092 
E 1.681.270.061,9 25,0% 4184,0 301,375 

Underground 
A 112.084.670,8 25,0% 4184,0 20,092 
B 1.681.270.061,9 25,0% 4184,0 301,375 

4 NUMERIC SIMULATIONS 
The simulations were performed using Autodyn from Ansys® Workbench, this software uses explicit time 

integration to solve the fundamental equations of fluid dynamics: the equation of continuity, momentum, and energy. 
Several materials and problems can be modelled in Autodyn, where the mathematical relationships between internal 
energy, density, pressure, stresses, and strains are summarized in an Equation of State (EOS), strength constitutive 
model and failure criteria, also cell erosion conditions can be enabled. 

Autodyn is suited to modelling severe and fast loading problems such that involving impacts, explosions, and 
fragmentation. 

Previous numerical simulations showed that mesh size influences the numerical accuracy and the computation time 
consumption as well. The influence of mesh size for all simulated models results was investigated. 

4.1 Problems modelling 
Two environments that represents common situations in typical urban buildings were simulated (Figures 3 and 4). 

These models were built to meet the standoff specifications described by the ABNT [36], as presented in Table 4. 
The walls and slabs' thickness are 100 mm in all models, and the height between the floor and slab is 2900 mm. 

Walls and slabs are made of 35 MPa concrete, and the ground is composed of sand. All materials used are present in 
the Autodyn library. 

 
Figure 3. Floor plan for models 1 and 2 (All dimensions are in millimeters) 
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Figure 4. Floor plan for models 3 to 7 (All dimensions are in millimeters) 

The main objective of the simulations was to measure the overpressure peaks around and inside the building in the 
first few milliseconds after detonation (between 20 ms and 40 ms). The simulation of large deformations, strain, and 
fragmentation may lead to an increased simulation time. To avoid this nuisance, rigid solid elements were used as 
boundary conditions, this consideration had a minor impact on overpressure final peak results. This consideration was 
also adopted in the simulations carried out by Luccioni, Ambrosini, and Danesi [38]. The solid elements were 
discretized with a Lagrangian mesh and the air with a Eulerian mesh. The boundary condition imposed on the faces of 
the air domain was “flow out” to not reflect the shock wave. 

Table 8 shows the tank details for each model, where distance D1 is equal to half of the tank diameter added to the 
minimum distance provided in Table 4. 

Table 8. Detailing of the tanks in each model. 

Model Tank situation Tank diameter [mm] 
Distances of the explosion in relation  

to the building Explosion point height from 
ground level [mm] D1 [mm] D2 [mm] 

1 aboveground 1000 500 3900 + 1200 
2 aboveground 1200 2100 3050 + 1200 
3 aboveground 2000 4000 2000 + 1200 
4 aboveground 2200 8600 2000 + 1200 
5 aboveground 2400 16200 2000 + 1300 
6 underground 2000 4000 2000 - 1500 
7 underground 2400 16200 2000 - 1700 

Note: the plus sign (+) indicates the explosion point is above ground level and the minus sign (-) indicates the point is below ground level. 

Before discretizing the entire models in the Autodyn 3D environment, the TNT explosives were simulated as wedge 
elements. The wedge element is one-dimensional, so the processing time is faster. Figure 5 presents the wedge concept 
of spherical geometry and the discretization in Autodyn. After this first approach for detonation, the explosion data was 
remapped to the three-dimensional models. 

 
Figure 5. a) Wedge model for spherically symmetric problems [39]; b) Discretized wedge with air and TNT on Autodyn. 
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4.2 Aboveground stationary tank simulations 
Aboveground stationary tanks are placed outside the building. The overpressure gauges were placed at the corners 

(200 mm from building wall surface), the middle of the door, room center, and windows. 
In larger models, some gauges were placed in the external space next to the explosion. Gauges 1, 2, and 3 are placed 

in positions where there was no effect of shock wave reflection influence on initial results. The data obtained from these 
three overpressure gauges were compared with the results of the semi-empirical methods. 

Table 9. Discretization data for models 1 and 2 with 25 mm mesh. 

Part 
Origin point coordinates Dimensions in each direction [mm]  Number of mesh elements  

in each direction 
x y z Dx Dy Dz Nx Ny Nz 

Air 0 0 0 5800 3100 3900 232 124 156 
Ground 0 0 0 5800 100 3900 232 4 156 
Wall 1 2600 100 0 3200 2900 100 128 116 4 
Wall 2 2600 100 900 100 2900 2900 4 116 116 
Wall 3 2600 100 3800 3200 2900 100 128 116 4 
Wall 4 5700 100 100 100 2900 2900 4 116 116 
Slab 2600 3000 0 3200 100 3900 128 4 156 

Models 1, 2, 3, and 4 were discretized with 100, 50, and 25 mm meshes. The model 5 was discretized with 100 and 
50 mm meshes only, due its large geometric dimensions. Table 9 presents the discretization data of models 1 and 2, and 
Figure 6 shows them already discretized in Autodyn. All other models followed the same discretization procedure. 

 
Figure 6. Models 1 and 2 discretized in Autodyn. 

The modelled space of models 3 to 7 were wider because the tanks are bigger in size, as presented in Figure 4. 
Figure 7 presents the models 3, 4 and 5 in Autodyn interface. The external gauges are identified with numbers and 

the internal ones with letters. The internal gauges are arranged in the same positions for all models. 

 
Figure 7. Models 3, 4 and 5 discretized on Autodyn. 
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The distances of the external gauges to the explosion center are detailed in Table 10. 

Table 10. Distance in meters from the external gauges to the explosion center. 

Gauge 1 2 3 4 5 6 7 8 9 
Model 1 1,594 2,790 3,986 - - - - - - 
Model 2 1,368 2,438 3,509 - - - - - - 
Model 3 2,689 3,087 3,735 - - - - - - 
Model 4 2,112 3,697 5,281 2,600 4,600 6,600 - - - 
Model 5 3,040 4,050 5,070 4,200 6,200 8,200 10,200 12,200 14,200 

4.3 Underground stationary tank simulations 
The tank's arrangement is underground because they are inserted in reinforced concrete shelters below ground level 

as shown in Figure 8. The simulated models 6 and 7 share the same building design as presented in Figure 4 as well the 
minimum safety distances according to ABNT [36] recommendations summarized in Table 4. Figure 9 presents models 
6 and 7 discretized in Autodyn. 

 
Figure 8. Sectional diagram of the concrete shelter for the underground tanks. 

 
Figure 9. Models 6 and 7 discretized in Autodyn. 

The sealing of the upper part of the shelter (the cover) was disregarded to analyze a critical situation for all models. 
Table 11 presents the distances of the external gauges to the explosion center. 

The models 6 was discretized with 100, 50, and 25 mm meshes and the model 7 was discretized with 100 and 50 mm 
meshes only. 

Table 11. Distance in meters from the external gauges to the explosion center. 

Gauge 1 2 3 4 5 6 7 8 9 
Model 6 3,000 3,700 4,400 - - - - - - 
Model 7 2,009 3,015 4,020 4,200 6,200 8,200 10,200 12,200 14,200 

Note: the distances from gauges 4 to 9 refer to the horizontal components for model 7. The explosion point is below ground level. 
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4.4 Numerical models validation 
Figures 10, 11, and 12 present the overpressure results for gauges 1, 2, and 3 of all models. It is possible to observe 

a good convergence between the numerical and semi-empirical results. 

 
Figure 10. Overpressure peaks on gauges 1, 2, and 3 for models 1 and 2. 

 
Figure 11. Overpressure peaks in gauges 1, 2, and 3 for models 3 to 5. 

 
Figure 12. Overpressure peaks in gauges 1, 2, and 3 for models 6 and 7. 
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5 RESULTS AND DISCUSSIONS 
Figures 13, 14, and 15 presents the overpressure results of all models. It is possible to see that more refined mesh tends 

to show higher overpressure values, this can be related with the more accurate interaction of the shock wave reflections. 
The aboveground tank explosion simulation results showed that peak overpressure decreases as the explosion 

distance increases. 
It is possible to notice the effect of the shock wave reflection in gauge 5 when comparing models 1 and 2. In 

quantitative terms, considering the models 1 and 2 of 25 mm mesh size, the overpressure increased 87,6% at gauge 5. 
The channeling effect caused by shock wave confinement was noticed in models 3, 4, and 5, which can be identified 

by the overpressure levels in gauge D. 
Considering the underground tank explosion, the results showed a substantial reduction in overpressure levels when 

compared to aboveground tanks. In model 6, for example, which is based on an underground tank, the overpressure 
peaks of most gauges are lower than the measured values of the model 3 aboveground tank, which has a smaller volume. 

When comparing models 5 and 7, it is clear that the underground tank model showed many advantages in terms of 
safety over the stationary open-air models. 

Considering the damage assessment, it is clear that all accidental explosions simulated in this paper may represent 
some risk level for both the building and its users. These risks can be identified by correlating the simulation results 
with the parameters of Tables 2 and 3. It was noted that there is no risk of death in the indoor environments of all 
analyzed models; however, several injuries can occur, such as eardrum rupture and lung damage. 

The observed overpressure levels can result in glass breakage, brick wall failure, and even possible minor damage 
to structural components. 

 
Figure 13. Overpressure peaks in gauges 4 to 7 of models 1 and 2 (explosions of aboveground tanks with volumes of 0,5 m3 and 2,0 m3). 

 
Figure 14. Overpressure peaks in gauges of models 3, 4, and 5 (explosions of aboveground tanks with  

volumes of 5,5 m3, 8,0 m3, and 120 m3). 
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Figure 15. Overpressure peaks in the indicated gauges of models 6 and 7 (explosions from underground tanks  

with volumes of 8,0 m3 and 120 m3). 

6 CONCLUSION 
In this work, numerical simulations were performed with TNT-equivalent mass to represent the propane tanks explosion. 
It was observed in the numerical simulations that there is an overpressure increase in models with refined meshes, 

this can be related with the more precise interaction of the shock wave with solid surfaces that leads to a more accurate 
shock wave reflection modeling. 

The results also showed that the shock wave reflection and channeling phenomena directly influenced the 
overpressure results. Reflection phenomenon occurred mainly in the building internal environments and its effects were 
more evident in the corners. Shock wave channeling occurred in the models with narrow corridors. 

The underground tanks simulations results showed a different shock wave behavior around the explosion. In this 
case, there is predominantly a redistribution of the blast energy through the medium since the dispersions by the tank 
sides tend to be contained by the ditch and redirected upwards. Therefore, the energy that reaches the building represents 
a small portion of what was released by the explosion. It is possible to conclude that underground tanks represent a very 
efficient technique to mitigate the accidental explosion effects, which justifies its use in urban environments. 

Numerical simulations validated by experimental data can be a useful tool to provide a reliable data about the 
overpressure distributions in close range standoffs that can aid building designers to a safer placement of gas tanks 
considering distances from buildings and pedestrian walkways. 
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Abstract: In this paper, a procedure is proposed for the use of multi-strut models for the structural analysis 
of RC frames infilled with participating masonry subjected to lateral loads. It is therefore proposed that the 
eccentricities of the equivalent struts be obtained from the equivalent strut width of the classic single-strut 
model, whose value can be estimated from analytical expressions in the literature. The proposed models are 
validated by Finite Element Method (FEM) modeling, which simulates the contact between the infill masonry 
and the frame. It could be concluded that the proposed modeling provided better results than the classic single-
strut model in obtaining the maximum shear force acting in the columns. It was also noted that the differences 
of the equivalent strut models in relation to the FEM results were higher with the increase of the participating 
masonry stiffness. 

Keywords: infilled frames, participating masonry, equivalent strut models, RC structures, structural analysis. 

Resumo: Neste trabalho é proposto um procedimento para o uso de modelos de diagonais equivalentes 
múltiplas na análise estrutural de pórticos de concreto armado preenchidos com alvenarias participantes 
submetidos a carregamentos horizontais. Propõe-se que as excentricidades das diagonais equivalentes sejam 
obtidas a partir da largura da diagonal equivalente do modelo clássico de diagonal única, cujo valor pode ser 
obtido a partir de expressões analíticas da literatura. Os modelos propostos são validados por meio de 
modelagem via Método dos Elementos Finitos (MEF) que simula o contato alvenaria-pórtico. Concluiu-se 
que a modelagem proposta forneceu resultados melhores que o modelo clássico de diagonal única na obtenção 
da máxima força cortante atuante nos pilares. Notou-se também que as diferenças dos modelos de diagonais 
equivalentes em relação aos resultados MEF foram maiores com o aumento da rigidez da alvenaria 
participante. 

Palavras-chave: pórticos preenchidos, alvenarias participantes, modelos de diagonal equivalente, estruturas 
de concreto armado, análise estrutural. 
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1 INTRODUCTION 
The recognized influence of masonry infill walls on the static and dynamic behavior of framed structural systems, 

subjected to lateral loads, is documented in international research, and has been investigated in Brazil in the last two 
decades (studies are cited in section 2 of this paper). However, the masonry infill walls with a structural role on the 
framed building structures has still not been consolidated into Brazilian structural design offices. 
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The masonry infill walls with a structural role are denominated as participating masonry. According to the definition of 
the recently updated Standard Brazilian code of structural masonry – ABNT NBR 16868-1 [1] – the participating masonry is 
the structural masonry built within a frame, which is intentionally designed and built as part of the bracing system. 

In annex D of ABNT NBR 16868-1 [1], the equivalent strut model is recommended for simulating the contribution 
of participating masonry on frame stiffness, observing that the elements of the frame should be designed for the 
additional shear forces introduced by diagonal strut action, due to the contact of the wall with the beams and the 
columns. However, the code does not present an equivalent strut model that is specific to such a consideration. Since 
the classic single-strut models are not capable of capturing additional shear forces produced on the contact between 
masonry wall and frame, the use of two-strut and three-strut models becomes more appropriate for this purpose. 

The main objective of this paper is to present a proposal for the definition of the eccentricities of diagonal struts in 
multiple equivalent strut models (specifically two-struts and three-struts models). It is proposed that these eccentricities 
be calculated as a function of the equivalent strut width, which can be obtained from the expressions available in 
specialized literature. Numerical simulations of RC frames infilled with participating masonry were conducted to 
evaluate the maximum shear force acting on the column, using Finite Element Method (reference model, which 
simulates the infill wall-frame contact problem) and using the proposed procedure for multi-strut models. Additionally, 
an analysis is made concerning the influence of the equivalent strut width expression used in the simulations and the 
influence of the stiffness of the masonry in the quality of the results provided by the proposed procedure. It is also 
noteworthy that the masonry was considered as a material with orthotropic behavior in the analyzes conducted. 

2 PREVIOUS RESEARCH 
In international specialized literature, several experimental and numerical studies on the behavior of masonry infilled frames 

subjected to lateral loads are found, where most of such studies are dedicated to seismic loads. In Brazil, even with the number 
of studies being small regarding international research, the theme has more recently gained prominence, especially over the last 
two decades. From these national studies, the following can be cited: Alvarenga [2], Santos [3], Silva [4], Sousa [5], 
Alva et al.  [6], Pitanga [7], Montandon [8], Grandi [9], Medeiros [10], Santos [11], Queiroz [12], Rigão [13] and Galvão [14]. 

Following the growing development of the theme in Brazil, it can be quoted the addition of an informative annex 
(annex D) in the recent update to the Brazilian code of structural masonry – ABNT NBR 16868-1 [1] –, which addresses 
the consideration of participating masonry. 

Among the pioneering authors in the study of infilled frames, Polyakov [15] should be mentioned, who after conducting 
a series of experiments and describing the behavior of the infill-frame ensemble, when submitted to lateral loads, proposes an 
analytical technique in which the masonry infilled frame system is equivalent to a frame where the masonry is substituted by 
an equivalent diagonal strut. This structural model is denominated as the Equivalent Strut Model (ESM). 

The originally proposed ESM consists in simulating the masonry wall by a pin-jointed diagonal strut, defined on 
the beam-column connection points of the frame. In this way, this model can be denominated as classic ESM. Based 
on the classic ESM, other analytical models have been proposed in the literature, including those with multiple struts 
simulating the behavior of masonry. 

To apply the classic ESM, it is necessary to define the mechanical and geometric properties of the equivalent strut. Models 
proposed by Polyakov [15], Holmes [16], Stafford-Smith [17]–[20], Stafford-Smith and Carter [21] and Hendry [22] use 
different parameters for the equivalent strut, but all of them are dependent on the dimensions and mechanical properties of 
the infill masonry and the frame members. 

One of the key parameters on the classic ESM is the width of the equivalent strut, which can be calculated by analytical 
expressions proposed by different authors, as: Mainstone [23], Liauw and Kwan [24], Decanini and Fantin [25], Paulay 
and Priestley [26], Durrani and Luo [27], Chrysostomou and Asteris [28] and Montandon [8]. 

Despite the existence of various expressions for calculating the width of the equivalent strut, their results tend to 
differ one from the other. Thus, the choice of the most adequate expression for the equivalent strut width is a difficult 
task. In their respective studies, Montandon [8] and Queiroz [12] confirm these differences, with variations of up to 
212% in the values obtained for the width of the equivalent strut. 

Still regarding the classic ESM, it is noteworthy that due to its ease application, such model has become the most 
studied and widespread in technical community. This model is also recommended by different codes, including American 
codes FEMA 306 [29] and TMS 402/602 [30], Canadian code CSA S304 [31], New Zealand code NZS 4230 [32], and 
the Brazilian code ABNT NBR 16868-1 [1]. 

However, although it is the best known and most used for considering the contribution of masonry walls in infilled 
frames, the classic ESM does not provide satisfactory results concerning the local effects on the frame members, mainly 
when it comes to internal shear forces and the bending moment acting on columns and beams. Statements confirming 
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the can be found in studies by El-Dakhakhni et al. [33], Crisafulli and Carr [34], Yekrangnia and Mohammadi [35], 
Rigão [13] and Galvão [14]. From such assumption, these authors proposed analytical models with modifications 
regarding the classic ESM, on which the masonry wall is simulated by equivalent multiple struts. 

To illustrate that the classic single-strut ESM is inadequate for capturing the maximum shear force in the column 
(that occurs in the contact region with the infill masonry), some results obtained by Galvão [14] are represented in 
Figure 1. The author analyzed RC frames, infilled with participating masonry, subjected to a monotonic lateral load. 
Masonries with different modulus of elasticity were analyzed, and in Figure 1 are shown the results for three cases, 
containing the shear force diagram for the column of the frame, which are obtained by classic single-strut models and 
by a Finite Element Method (FEM) model, used as a reference. It should be noted that were used the expressions from 
Mainstone [23], Durrani and Luo [27] and ABNT NBR 16868-1 [1] for the calculation of the equivalent strut width, 
which are represented, respectively, as MA, DL and NBR in Figure 1. 

 
Figure 1. Shear force diagram along the clear height of the column (FEM x Classic single-strut ESM) – Galvão [14]. 

From Figure 1, it can be noticed that the classic model does not provide satisfactory results for the maximum shear 
force acting in the column, which occurs at the contact region with the infill wall. The stiffer the infill masonry, the 
more inaccurate are the results provided by the classic model. 

3 PROPOSED PROCEDURE FOR MULTIPLE STRUT MODEL 
With the aim of obtaining analytical models that predict in an efficient and precise manner the behavior of infilled frames 

with participating masonry subjected to lateral loads, and which have a simple and practical application, a procedure for the 
elaboration of ESM models with two and three struts was proposed for considering the contribution of the participating masonry. 

Different to the classic ESM, in which the single diagonal strut is defined on the intersection between the beam and 
column nodes, the models with multiple struts present eccentric struts, which are defined through a given eccentricity 
from the beam-column joint. Crisafulli and Carr [34] emphasize that these eccentricities affect the lateral stiffness of 
the structure and are important parameters to be obtained. 

The procedure proposed in this study was elaborated based on ESM preliminary models analyzed by Crisafulli and 
Carr [34], represented in Figure 2. In these models, the sum of the areas of the cross sections of the equivalent struts was 
considered as equal for all situations, adopting, in this sense, the following considerations: on two-strut ESM, both have 
the same area of cross section, equivalent to half of the area of the strut on the classic ESM; on the three-strut ESM, the 
area of the cross section of the central strut was adopted as being twice that of the eccentric struts, as illustrated in Figure 
2c. In regard to the position of the eccentric struts, the authors consider the values of the eccentricities as equal to fractions 
of the contact length (αH) estimated by the expressions of Stafford-Smith and Carter [21] and Hendry [22]. 

 
Figure 2. a) Classic ESM (single strut). b) Two-strut ESM. c) Three-strut ESM – Crisafulli and Carr [34]. 
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For the model proposed in the present study, the distribution of struts and the consideration of their cross-sectional 
areas were adopted as being equal to those indicated in the preliminary models of Crisafulli and Carr [34]. However, 
the eccentricities were obtained by a different procedure, which was based on conclusions obtained by Montandon [8] 
and Di Nino [36]. These authors pointed out that the contact lengths given by the expressions of Stafford-Smith and 
Carter [21] and Hendry [22] were significantly higher than those observed in their reference models simulated via FEM. 

Thus, aiming to achieve appropriate eccentricities for the equivalents struts, the procedure proposed in this paper is 
that the eccentricities of the diagonal struts be calculated as a function of the width of the equivalent strut (w), which in 
turn can be calculated by different expressions and procedures available in the literature and in normative codes. 

In Figure 3 is shown a general infilled framed and its equivalent strut, where w is the equivalent strut width and θ is the angle 
between the equivalent strut and the horizontal axis. From these two parameters, the proposal procedure consists in obtaining the 
effective contact lengths between column and infill wall (αef,H) and between beam and infill wall (αef,L) through geometric 
calculations. Once these geometries are defined, the eccentricities eH and eL are obtained through geometry, being also dependent 
on the dimensions of the cross sections of the column (hp) and of the beam (hv) on the plane of the infilled frame. 

 
Figure 3. Parameters for the application of the proposed models 

Thus, the expressions for the calculations of the parameters αef,H, αef,L, eH and eL are presented in Equations 1 to 4. 

𝛼𝛼𝑒𝑒𝑒𝑒,𝐻𝐻 = 𝑤𝑤
2 ∙cos𝜃𝜃

 (1) 

𝛼𝛼𝑒𝑒𝑒𝑒,𝐿𝐿 = 𝑤𝑤
2∙sen𝜃𝜃

 𝑜𝑜𝑜𝑜 𝛼𝛼𝑒𝑒𝑒𝑒,𝐻𝐻

tan𝜃𝜃
 (2) 

𝑒𝑒𝐻𝐻 = ℎ𝑣𝑣
2

+ 𝛼𝛼𝑒𝑒𝑒𝑒,𝐻𝐻 −
ℎ𝑝𝑝
2
∙ tan 𝜃𝜃 (3) 

𝑒𝑒𝐿𝐿 = ℎ𝑝𝑝
2

+ 𝛼𝛼𝑒𝑒𝑒𝑒,𝐿𝐿 −
ℎ𝑣𝑣

2∙tan𝜃𝜃
 (4) 

With the definition of the eccentricities, the positioning of the equivalent struts on the models of two and three struts 
are represented in Figures 4a and 4b, respectively. 

 
Figure 4. a) Model with two equivalent struts. b) Model with three equivalent struts. 
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4 NUMERICAL SIMULATIONS 
To evaluate the behavior of the proposed procedure for ESM models with two or three struts, numerical simulations 

were performed on frames infilled with participating masonry, for different geometric and mechanical properties. The 
results obtained from these simulations were compared to the results obtained through the employment of the Finite 
Elements Methods (FEM) and with the classic ESM. As the FEM has a more refined analysis (higher hierarchy), the 
results obtained from such models were considered as a reference for the analyses. 

The FEM models were developed on the computer program ANSYS, Mechanical platform APDL version 2021 R1. 
For the ESM models, the plane frame structural analysis program FTOOL was employed. 

4.1 General parameters 
Numerical models were developed for single-story, single-bay participating masonry RC infilled frame without 

openings. The models were subjected only to a monotonic lateral load. The static scheme is illustrated in Figure 5. 
Highlighted here is that linear elastic analyses were performed for all models. 

 
Figure 5. Static scheme of the infilled frame models 

The members of the frame are composed of reinforced concrete, which was assumed linear-elastic isotropic material as a 
simplification. For the participating masonry, it was assumed ungrouted hollow concrete/clay structural blocks, with different 
values for the characteristic axial compressive strength (fbk). The mechanical properties of the masonry, values of compressive 
strength of the mortar (fa) and the prism (fpk), as well as the minimum face shell thickness of the block, were all estimated by 
means of specifications suggested by ABNT NBR 16868-1 [1], which is a function of the material and strength of the block 
adopted for each model. On the other hand, the infill masonry was assumed as linear elastic orthotropic material. 

4.2 FEM modeling 
In accordance with the classification proposed by Lourenço [37], a macro-modeling was used for the numerical 

simulation of the behavior of the participating masonry, i.e., without distinction between blocks and mortar, treating 
the masonry as a continuous and homogenous element. This a more practical approach, due to the reduction in time 
and of computational requirements for processing the models. 

The finite element PLANE182 was chosen for the modeling of the concrete frame and the infill wall. This finite 
element is applicable to the plane stress state and is defined by four nodes, with two degrees of freedom at each node, 
which are the translations in the x and y directions. These directions define the xy plane, where is located the infilled 
frame. Based on a mesh refinement study, finite elements of 5 cm x 5 cm were employed for the frame, as well as for 
the masonry. The convergence study included the analysis of stabilization of penetrations and contact pressures among 
the frame-masonry surfaces. Figure 6 represents one of the infilled frame models simulated on FEM. 

 
Figure 6. Infilled frame model simulated using FEM (ANSYS). 
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For the analysis of infilled frames using FEM, contact modeling between the elements of the frame and the masonry 
is necessary, to allow for sliding and separation between contact surfaces. This modeling is described in section 4.2.1. 

4.2.1 Contact modeling at frame-infill wall interface 

The consideration of the contact between the infill wall and the frame is of extreme importance in the modeling of infilled 
frames, since when subjected to lateral loads, there is a stress concentration on the compression corners of the infill wall and 
separation of the elements in the opposite corners. This behavior is represented in Figure 7a, obtained from the simulation of one 
of the models analyzed in this study. In Figure 7b are the principal compressive stresses acting in the masonry wall for the same 
model are illustrated, where it can be noticed the expected formation of diagonal compression in the masonry. 

 
Figure 7. a) Deformed shape of the infilled frame and contact pressure between frame and wall (kPa). b) Principal compressive 

stresses in the masonry (kPa). 

Figure 7a shows the contact pressure that acts on the frame members. This contact pressure causes an addition of 
shear forces on the columns and beams of the frame. This behavior is one of the focuses of this study for using of 
multiple strut models. 

To simulate slippage and the separation between surfaces (contact problem), elements CONTA172/TARGE169 
were employed. 

Ideally, there should be no penetration between the surfaces of the RC frame and the infill masonry wall. However, 
the numerical techniques usually applied in the solution of the contact problem may imply the existence of a small 
penetration. On the ANSYS computer program, two coefficients were used for controlling penetration: FKN (normal 
stiffness factor) and FTOLN (penetration tolerance factor). The methodology employed for choosing from these 
coefficients were the same as those used by Montandon [8] and Queiroz [12], which were substantiated in the study by 
Silva [38]. The FKN factor was calibrated for each model in order that the lowest penetration possible be obtained 
between the surfaces, without causing numerical inconsistencies (convergence problems); the FTOLN factor was 
maintained using the value standardized by ANSYS, equal to 0.1. 

Other parameters to be defined in the contact problem are the friction coefficient between the frame-masonry 
surfaces (μ), the maximum shear strength (stress) between the surfaces (fv,max) and cohesion (τ0). The friction coefficient 
(μ) and cohesion (τ0) were obtained from ABNT NBR 16868-1 [1] recommendations, which are a function of the 
average compressive strength of the mortar (fa), that can be defined as a function compressive strength of the unit (fbk). 

However, the maximum shear strength (stress) (fv,max) was determined by Equation 5 (where θ is the inclination 
angle of the strut with respect to the horizontal), obtained by assuming that fv,max cannot be higher than the shear strength 
of the masonry wall. Highlighted here is that, in the deduction of Equation 5, the vertical component of the compression 
strut force was considered, while the vertical compression stress due to masonry self-weight was disregarded. 

𝑓𝑓𝑣𝑣,𝑚𝑚𝑚𝑚𝑚𝑚 = 𝜏𝜏0
1−𝜇𝜇∙𝑡𝑡𝑚𝑚𝑡𝑡𝜃𝜃

 (5) 
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4.2.2 Obtaining shear force in the columns 
The shear forces acting on the columns were obtained by numerical integration of the shear stresses along the cross 

section of these members, which were provided by program ANSYS. This process is presented in more details by 
Galvão [14]. 

4.3 FEM model validation 
The accuracy of the FEM modeling procedure was made with experimental results available in the literature. Van 

and Lau [39] conducted an experimental study on half-scale, single-story, single-bay RC frames with unreinforced 
masonry infills under monotonic and cyclic loadings. As only monotonic loads were applied in the present paper, only 
the experimental specimens with this characteristic were analyzed for the validation of the FEM model (specimens 
BF1, IF1 and IF3 of Van and Lau’s [39] study). 

In Figure 8a is illustrated the geometry and reinforcing details of RC frames of the specimens, while in Figure 8b 
the lateral load-drift ratio responses of test specimens subjected to lateral monotonic loading is represented. 

 
Figure 8. a) Geometry and reinforcing details of RC frames (dimensions in mm). b) Lateral load-drift ratio responses of test 

specimens subjected to lateral monotonic loading – Van and Lau [39]. 

As only linear elastic analyzes were performed in the present paper, the initial stiffness of the experimental 
specimens (determined from the load and the displacement at starting of crack) were compared with the FEM models 
outcome. The results are disposed in the Table 1 and illustrated in Figure 8b (the dashed lines represent the initial 
stiffness obtained in FEM models). 

Table 1. Load of first crack, displacement and initial stiffness of experimental specimens and FEM models. 

Specimen Load at starting of 
crack (kN) 

Van and Lau [39] FEM models 
Displacement (mm) Init. stiffness 

(kN/mm) Displacement (mm) Init. stiffness 
(kN/mm) 

BF1 11.38 3.74 3.04 3.64 3.12 (+ 3%) 
IF1 9.42 0.55 17.13 0.51 18.56 (+ 8%) 
IF3 11.38 0.48 23.71 0.50 22.77 (- 4%) 

Analyzing the results, low differences were observed between the initial stiffness obtained experimentally and 
numerically (FEM), indicating that the modeling used in this paper provides satisfactory results for linear elastic 
analyzes of RC frames infilled with masonry. 

4.4 ESM modeling 
Classic ESM models (single equivalent strut defined on the beam-column joint) and ESM models with two or three 

equivalent struts were simulated, in accordance with the procedures proposed in section 3. 
Based on studies by Montandon [8] and Queiroz [12], the choice was made for using the expressions from 

Mainstone [23] and Durrani and Luo [27] for the equivalent strut width, since those ones present better results when 
compared to results via FEM modeling. The expressions used for calculating the equivalent strut width (w) are shown 
on Table 2 (including ABNT NBR 16868-1 [1]). The parameters used by the expressions are illustrated in Figure 9. 
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Highlighted here is that for the recommended expression by ABNT NBR 16868-1 [1], the equivalent strut width is the 
effective width (weff) and the masonry thickness is tap (described below). 

Table 2. Analytical equations for calculation of the equivalent strut width. 

Authors Expression 

Mainstone [23] 
𝑤𝑤 = 0.175 ∙ (𝜆𝜆𝐻𝐻)−0.4 ∙ 𝐷𝐷 

𝜆𝜆𝐻𝐻 = 𝐻𝐻 ∙ �
𝐸𝐸𝑚𝑚 ∙ 𝑡𝑡 ∙ 𝑠𝑠𝑒𝑒𝑠𝑠(2𝜃𝜃)

4 ∙ 𝐸𝐸𝑝𝑝 ∙ 𝐼𝐼𝑝𝑝 ∙ ℎ
4

 

Durrani and Luo [27] 
𝑤𝑤 = 𝛾𝛾 ∙ 𝑠𝑠𝑒𝑒𝑠𝑠(2𝜃𝜃) ∙ 𝐷𝐷 

𝛾𝛾 = 0.32 ∙ �𝑠𝑠𝑒𝑒𝑠𝑠(2𝜃𝜃)�
𝐻𝐻4 ∙ 𝐸𝐸𝑚𝑚 ∙ 𝑡𝑡

𝑚𝑚 ∙ 𝐸𝐸𝑝𝑝 ∙ 𝐼𝐼𝑝𝑝 ∙ ℎ
�
−0.1

 

 𝑚𝑚 = 6 ∙ �
1 + 6 ∙ 𝐸𝐸𝑣𝑣 ∙ 𝐼𝐼𝑣𝑣 ∙ 𝐻𝐻
𝜋𝜋 ∙ 𝐸𝐸𝑝𝑝 ∙ 𝐼𝐼𝑝𝑝 ∙ 𝐿𝐿

� 

ABNT NBR 16868-1 [1] 

𝑤𝑤𝑒𝑒𝑒𝑒𝑒𝑒 =
�𝛼𝛼𝐻𝐻2 + 𝛼𝛼𝐿𝐿2

2  ≤  
𝐷𝐷
4  

𝛼𝛼𝐻𝐻 =
𝜋𝜋
2 ∙ �

4 ∙ 𝐸𝐸𝑝𝑝 ∙ 𝐼𝐼𝑝𝑝 ∙ ℎ
𝐸𝐸𝑚𝑚 ∙ 𝑡𝑡𝑚𝑚𝑝𝑝 ∙ 𝑠𝑠𝑒𝑒𝑠𝑠(2𝜃𝜃)

4
 

𝛼𝛼𝐿𝐿 = 𝜋𝜋 ∙ �
4 ∙ 𝐸𝐸𝑣𝑣 ∙ 𝐼𝐼𝑣𝑣 ∙ 𝑙𝑙

𝐸𝐸𝑚𝑚 ∙ 𝑡𝑡𝑚𝑚𝑝𝑝 ∙ 𝑠𝑠𝑒𝑒𝑠𝑠(2𝜃𝜃)
4

 

 
Figure 9. Parameters for the calculation of the equivalent strut width – Silva [4]. 

where: 
D – diagonal length of the masonry infill wall; 
Ea – modulus of elasticity of the masonry infill wall; 
Ep – modulus of elasticity of the column; 
Ev – modulus of elasticity of the beam; 
H – height between beam axes (floor-to-floor distance) 
h – height of masonry infill wall; 
Ip – second moment of area of the column; 
Iv – second moment of area of the beam; 
L – distance between column axes; 
l – length of the masonry infill wall; 
t – wall thickness; 
tap – equals two times the sum of the face shells thickness for hollow block units or the thickness of the wall for solid 
or fully grouted hollow block units; 
w – equivalent strut width; 
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weff – effective equivalent strut width; 
αH –column-infill wall contact length; 
αL – beam-infill wall contact length; 
θ – angle of diagonal strut measured from the horizontal; 
λH – dimensionless relative stiffness parameter. 
The static scheme adopted for the classic ESM model is represented in Figure 10. For those models with two or three 
struts, the scheme is analogous. 

 
Figure 10. Infilled frame static scheme simulated by classic ESM – Alva et al. [6]. 

4.4.1 Analysis of the effective stiffness of the equivalent strut 

For the ESM models, where the recommendations of ABNT NBR 16868-1 [1] are adopted, it was necessary to 
perform an additional procedure for the analysis of the effective stiffness of the equivalent strut. The Brazilian code 
indicates that the effective stiffness of the equivalent strut (Keff) used in the calculations of the internal forces and 
displacements is defined according to Equation 6. 

𝐾𝐾𝑒𝑒𝑒𝑒𝑒𝑒 = 𝜑𝜑𝑠𝑠𝑠𝑠∙𝑤𝑤𝑒𝑒𝑒𝑒𝑒𝑒∙𝑡𝑡𝑎𝑎𝑝𝑝∙𝐸𝐸𝑎𝑎
𝑙𝑙𝑠𝑠

 (6) 

where φst is the factor to account stiffness reduction in the equivalent strut (equal to 0.5) for the analysis of wall cracking 
(not applied in this study, since only linear elastic analyses were performed) and ls is the design length of the equivalent 
strut, obtained through the subtraction of the diagonal length (D) by its effective width (weff). 

Based on mechanical problems of frames members, the axial stiffness of a member is represented by EA/L, where 
A is the area of the cross section, E is the modulus of elasticity and L is the theoretical length of this element (calculated 
from the coordinates of the start node and end node of the element). In the case of the equivalent strut, the theoretical 
length considered by the program is obtained from the origin of the axes of the frame elements. However, the length ls 
is lower than the theoretical length of the equivalent strut. As such, it is necessary to adjust the axial stiffness of this 
strut in programs for plane frames analysis. The proposal is made in this study that this adjustment be performed by 
means of the inclusion of a coefficient β according to Equation 7: 

𝛽𝛽 =
�𝐻𝐻2+𝐿𝐿²

�ℎ2+𝑙𝑙²−𝑤𝑤𝑒𝑒𝑒𝑒𝑒𝑒
 (7) 

Highlighted here is that Equation 7 was applied only to the classic ESM models (with a single strut), calculated 
using the recommendations from ABNT NBR 16868-1 [1]. For models with two and three equivalent struts, the 
expression undergoes some changes, being obtained in an analogous manner to that presented above. 
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4.5 Analysis of orthotropic masonry 
Masonry is a material that presents a complex behavior, due to its anisotropic and heterogeneous properties, which 

difficult the definition of the parameters that should be adopted in the numerical models. It is for this reason that on 
many occasions it becomes convenient to use masonry as a material with an isotropic behavior in numerical simulations, 
with the aim of simplifying the model, since it reduces the number of material parameters. Such simplifications were 
employed by Montandon [8] and Queiroz [12], based on the conclusions by Doudoumis [40]. 

However, studies such as those from El-Dakhakhni et al. [33] and Cavaleri et al. [41] investigated masonry as an 
orthotropic material, in a way to approximate the anisotropic behavior in numerical simulations. El-Dakhakhni et al. [33] 
suggested adopting the modulus of elasticity parallel to bed joints (Ex) at a value of 70% the modulus of elasticity parallel 
to the head joints (Ey), which in turn is equivalent to the elasticity modulus normally employed in analyses that consider 
masonry as an isotopic material (Ea). 

Cavaleri et al. [41] proposed an expression for calculating the modulus of elasticity of the infill masonry along the 
diagonal direction (Ed), which was obtained by means of experiments performed with distinct types of masonry. In 
addition, to obtain the expression, the authors consider masonry as an orthotropic material. As such, the modulus of 
elasticity Ed is obtained by means of Equation 8, where it is dependent on the modulus Ex and Ey, on the inclination 
angle of the diagonal (θ), as well as on the shear modulus of elasticity (G) and Poisson’s coefficient (ν), both related to 
the xy plane. 

1
𝐸𝐸𝑑𝑑

= 1
𝐸𝐸𝑥𝑥
∙ (cos𝜃𝜃)4 + �1

𝐺𝐺
− 2𝜈𝜈

𝐸𝐸𝑥𝑥
� ∙ (sen𝜃𝜃 ∙ cos𝜃𝜃) + 1

𝐸𝐸𝑦𝑦
∙ (sen 𝜃𝜃)4 (8) 

In Figure 11, the scheme that considers the modulus of elasticity of the masonry in the diagonal direction is 
represented. 

 
Figure 11. Scheme for considering the modulus Ed – Cavaleri et al. [41]. 

The simulation of the FEM models in this study took into consideration the recommendation of El-Dakhakhni et al. [33], 
when considering masonry as orthotropic material (Ex = 0,7 ∙ Ey). However, for the ESM models, the Ed modulus was 
employed, which was calculated by Equation 8, as proposed in Cavaleri et al. [41], with the recommendation of El-
Dakhakhni et al. [33] for the obtainment of the modulus Ex and Ey. 

4.6 The analyzed models 
Twenty-four different models of RC frames infilled with participating masonry subjected to monotonic lateral loads 

were simulated, following the static scheme already illustrated in Figure 6. The properties of the infilled frames to be 
analyzed were chosen to simulate the structural condition of a frame belonging to a tall building subjected to lateral 
wind loads. The masonry was considered as material with orthotropic behavior for all the models and the analyses were 
linear elastic. For all the models, the following properties were considered: 
• Span of the beam (distance between column axes) (L) = 6.0 m; 
• Floor-to-floor distance (H) = 3.0 m; 
• Wall thickness (t) = 19 cm; 
• Modulus of elasticity of reinforced concrete (Ec) = 35 GPa; 
• Cross section of beams (bv x hv) = 19 cm x 60 cm. 
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The parameters varied between the models were: the dimensions of the cross sections of the RC columns, the 
structural block of the participating masonry and the lateral load applied (F). The cross-section heights analyzed for the 
column (hp) were 60, 80, 100 and 120 cm, while its width (bp) was considered the same in all models, equals to 19 cm. 

Regarding the masonry, six distinct types of structural blocks were considered, arranged in Table 3, where the prefix 
were used to name the numerical models. 

Table 3. Structural blocks analysed. 

Prefix Structural Block Type fbk (MPa) Ea (MPa) 
BVC04 Hollow concrete block 4.0 2560 
BVC14 Hollow concrete block 14.0 7840 
BVC24 Hollow concrete block 24.0 10800 

BCPV04 Clay block with hollow walls 4.0 1200 
BCPM10 Clay block with solid walls 10.0 3600 
BCPM18 Clay block with solid walls 18.0 6480 

4.6.1 Determination of the lateral load applied in each model 
To determine the value of the lateral load (F) applied on each model, it was considered the model proposed by 

Liberatore and Decanini [42] to estimate the maximum strength of the infill masonry. This model was studied by 
Noh et al. [43]. 

Firstly, for each model analyzed in this paper, were calculated the corresponding failure stresses for four masonry 
failure modes: (a) diagonal tension; (b) sliding shear; (c) corner crushing; and (d) diagonal compression. Then, if the 
infill strength corresponds to the minimum value among the four-failure modes, the strength of the equivalent strut was 
obtained. The lateral load to be applied to the infilled frame that causes in the equivalent strut (whose properties were 
estimated by the procedure proposed by Liberatore and Decanini [42]) a diagonal force with the same magnitude as the 
infill strength previously obtained. This lateral load (F) was calculated and applied in each one of the numeric models 
of this paper, which values are shown in Table 4. 

It is important to highlight that the analyzes performed were linear elastic. In a real design application, it is necessary 
to consider the non-linear effects, even in a simplified way (e.g., linear analysis with global stiffness reductions applied 
in the structural elements, which is recommended by several structural design codes). 

Table 4. Lateral load (F) applied in each numeric model. 

Model F (kN)  Model F (kN) 
BVC04P60 166  BVC04P100 154 
BVC14P60 345  BVC14P100 319 
BVC24P60 337  BVC24P100 312 

BCPV04P60 191  BCPV04P100 177 
BCPM10P60 372  BCPM10P100 344 
BCPM18P60 350  BCPM18P100 324 
BVC04P80 160  BVC04P120 149 
BVC14P80 331  BVC14P120 308 
BVC24P80 324  BVC24P120 301 

BCPV04P80 184  BCPV04P120 171 
BCPM10P80 357  BCPM10P120 332 
BCPM18P80 336  BCPM18P120 312 

4.6.2 Remaining parameters 
The remaining parameters of the numerical models were obtained according to the procedures commented 

in the previous sections of this paper. As an example, the parameters used for the BVC24P60 model are shown 
in Tables 5, 6 and 7. 
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Table 5. Parameters for the model BVC24P60 – FEM. 

Reinforced Concrete Participating Masonry 
Ec (GPa) í Ex (MPa) Ey (MPa) í ì ô0 (MPa) fv,max (MPa) 

35 0.2 7560 10800 0.2 0.5 0.35 0.450 

Table 6. Parameters for the model BVC24P60 – ESM. 

Calculation method Ed (MPa) Strut width Strut thickness Eccentricities 
w (cm) weff (cm) t (cm) tap (cm) eH (cm) eL (cm) 

Mainstone [23] 8469 67.82 - 19 - 54 46 
Durrani and Luo [27] 8469 84.21 - 19 - 63 66 

ABNT NBR 16868-1 [1] 8469 - 147.73 - 10 98 144 

Table 7. Coefficient β for the model BVC24P60. 

Calculation method Number of struts Position of strut â 

ABNT NBR 16868-1 [1] 

1 Central 1.764 
2 Ends 1.487 
3 Central 1.477 
3 Ends 1.707 

It is noteworthy that, for each of the twenty-four models, were simulated infilled frames applying the FEM 
(reference models), the classic ESM (single-strut), and also the two-strut and three-strut ESM (procedure proposed in 
section 3). 

5 ANALYSES OF RESULTS 
The lateral displacements of the infilled frame and the maximum shear force (V) in the column were analyzed. The 

lateral displacements were measured on the same point of the applied force F, while the maximum shear force was 
obtained in the contact region between the column and the infill masonry. 

For the exhibiting of the results for each model, the following nomenclature was adopted: 
• Expression from Maintone [23] – MA; 
• Expression from Durrani and Luo [27] – DL; 
• Expression from ABNT NBR 16868-1 [1] – NBR; 
• Classic ESM (single-strut) – 1S; 
• Two-strut ESM – 2S; 
• Three-strut ESM – 3S. 

Tables 8 and 9 show the results obtained. It was chosen the models with hp equals to 60 cm (P60) to illustrate the order 
of magnitude of the values. It is noteworthy that, for the other models, the order of magnitude of the results were similar. 

Table 8. Maximum shear force in the column (kN) for models P60. 

Model FEM MA-1S DL-1S NBR-1S MA-2S DL-2S NBR-2S MA-3S DL-3S NBR-3S 
BVC04P60 90.57 47.46 42.98 39.01 83.20 83.15 83.24 64.98 62.57 62.07 
BVC14P60 196.95 56.48 48.60 38.82 172.59 172.53 172.99 112.69 108.26 103.94 
BVC24P60 203.75 45.08 38.34 29.41 168.54 168.51 169.14 104.50 100.56 95.56 

BCPV04P60 92.92 69.49 65.13 71.64 95.86 95.81 95.94 82.52 80.22 85.01 
BCPM10P60 185.28 92.32 82.28 77.85 186.33 186.19 186.49 138.29 132.80 133.83 
BCPM18P60 193.44 64.26 55.75 39.77 175.14 175.05 175.49 118.02 113.32 105.70 
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Table 9. Lateral displacements (mm) for models P60. 

Model FEM MA-1S DL-1S NBR-1S MA-2S DL-2S NBR-2S MA-3S DL-3S NBR-3S 
BVC04P60 1.83 2.03 1.84 1.67 2.26 2.15 2.31 2.06 1.88 1.86 
BVC14P60 2.15 2.42 2.09 1.67 2.88 2.65 2.96 2.49 2.16 1.99 
BVC24P60 1.82 1.93 1.65 1.27 2.36 2.16 2.44 2.00 1.72 1.54 

BCPV04P60 2.67 2.96 2.78 3.05 3.19 3.08 3.51 3.00 2.82 3.21 
BCPM10P60 3.29 3.94 3.52 3.33 4.49 4.09 4.81 4.03 3.61 3.76 
BCPM18P60 2.40 2.75 2.39 1.71 3.24 2.99 3.02 2.83 2.47 2.04 

To analyze the results, it was decided to normalize both the maximum shear force in the column and the lateral 
displacements. The normalization was performed through the ratio between the results obtained in the ESM models and 
the results obtained in reference models (FEM). The normalized results are displayed in sections 5.1 and 5.2 of this paper. 

5.1 Maximum shear force in the column 
The normalized maximum shear force in the column for each model are displayed in Figures 12 to 15, while the 

summary of the values grouped by ESM model are shown in Table 10. 

 
Figure 12. Normalized maximum shear force, frame P60. 

 
Figure 13. Normalized maximum shear force, frame P80. 

 
Figure 14. Normalized maximum shear force, frame P100. 
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Figure 15. Normalized maximum shear force, frame P120. 

Table 10. Summary (grouped by ESM model) – normalized maximum shear force. 

Model Min Max Avg 
1S 0.14 0.83 0.42 
2S 0.76 1.03 0.90 
3S 0.47 0.93 0.67 

Based on the results obtained, it can be noted that the classic ESM (single-strut model) is inadequate to predict the 
maximum shear force in the column (in the region of contact with the infill masonry). On average, the shear force 
provided through the single-strut model represented only around 42% of the maximum shear force provided by the 
FEM results (Table 10). For masonry of higher stiffness, this discrepancy is even greater, with the single-strut model 
providing a maximum shear force that represents only 14% of the value provided by FEM, in the most against safety 
situation (BVC24P60V60, with the expression NBR-1S). 

The two-strut model was the one that predicted, in a more satisfactory way, the maximum shear force in the column, 
providing, on average, values 10% lower than the maximum shear force from FEM models (Table 10). For frames 
infilled with masonry of higher modulus of elasticity, the two-strut model provided lower results relative to FEM, with 
a difference of up to 24% (BVC24P120V60); for frames infilled with masonry of lower modulus of elasticity, the results 
were closer to the reference, with two-strut models providing results up to 3% higher in relation to FEM 
(BCPV04P60V60). It should be noted that the expression used to calculate the properties of the equivalent strut 
practically does not change the value of the maximum shear force in the two-strut models, which is why in Figures 12 
to 15 it is not possible to observe the results of the MA-2S and DL-2S, which are covered by the NBR-2S results. 

The three-strut model provided better results than those of the classic single-strut model; however, it did not provide 
satisfactory results when compared to the two-strut model. The maximum shear force provided by the three-strut model 
were lower in relation to FEM in all cases analyzed (as well as the single-strut model) with differences around 33%, on 
average (Table 10). For frames infilled with masonry of higher modulus of elasticity, the difference was up to 53% 
(BVC24P60V60, with the expression NBR-3S), while for frames infilled with masonry of lower modulus of elasticity, 
it was up to 7% (BCPV04P60V60, with the NBR-3S expression). The two-strut and three-strut models (modeled 
according to the procedure proposed in this paper) provided less satisfactory results for masonry of high stiffness. 

For the three-strut model, the expression from Mainstone [23] was the one that provided the most satisfactory results 
(taking as criterion an analysis in favor of safety and closest as possible to the FEM results), with values on average 
32% lower than the maximum shear force provided by the reference models (Figures 12 to 15). 

Thus, it was confirmed that the classic single-strut model underestimates the maximum shear force in the column 
(this model cannot describe properly the local effects resulting from the interaction between the infill wall and 
surrounding frame, as mentioned in section 2). On the other hand, the two-strut and three-strut models can predict 
additional shear forces in the column caused by the contact pressure between frame and wall, since these models possess 
struts that is not connected to the beam-column joints (eccentric struts). 

Analyzing the results shown in Figures 12 to 15, it is clearly seen that, for both type of structural blocks (concrete 
and clay), the stiffer the masonry, more the results of the ESM models were against safety, i.e., lower than reference 
results (FEM models). Regarding the variation of the cross section of the columns, no significant differences were noted 
on the results. 
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5.2 Lateral displacement 
The normalized lateral displacement for each model is displayed in Figures 16 to 19, while the summary of the 

values grouped by ESM model are shown in Table 11. 

 
Figure 16. Normalized lateral displacement, frame P60. 

 
Figure 17. Normalized lateral displacement, frame P80. 

 
Figure 18. Normalized lateral displacement, frame P100. 

 
Figure 19. Normalized lateral displacement, frame P120. 
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Table 11. Summary (grouped by ESM model) – normalized lateral displacement. 

Model Min Max Avg 
1S 0.70 1.21 1.02 
2S 1.13 1.46 1.25 
3S 0.85 1.22 1.05 

By analyzing the results obtained, the differences between the ESM and FEM (reference) models, on average, were: 2% 
for the single-strut model; 25% for the two-strut model; 5% for the three-strut model (Table 11). Thus, the classic single-strut 
model was the one that provided the closest displacements compared to the FEM (on average). However, single-strut model 
showed results up to 30% lower than the reference (BVC24P60V60, with the expression NBR-1S), while in the three-strut 
model, the biggest difference against safety was 15% (BVC24P60V60, with the expression NBR-3S). 

The two-strut model provided the largest displacements. Its results were higher than the reference ones in all 
analyzed cases, with values up to 46% higher than those provided by the FEM (BCPM10P60V60, with the NBR-3S 
expression). The single-strut and three-strut models provided higher and lower results than the FEM. For the single-
strut model: the maximum differences (higher in relation to FEM) and minimum (lower in relation to FEM) were 21% 
and 30%, respectively. Similarly, for the three-strut model, such differences were 22% and 15% (Table 11). 

The expression from Durrani and Luo [27] was the one that provided the closest displacements in relation to FEM. 
In the three-strut model, the maximum difference (in favor of safety) and minimum (against safety) in relation to the 
FEM models were 10% (Figure 16) and 9% (Figure 19), respectively. In analogous comparison, for the three-strut 
model, the expression from Mainstone [23] provided results higher than FEM in all cases, with displacements 14% 
higher, on average; as for the ABNT NBR 16868-1 [1] expression, the differences in relation to the MEF were 20% 
(maximum) and 15% (minimum), both displayed at Figure 16. 

The displacements provided by three-strut models were slightly larger in relation to the classic single-strut model, 
with difference of 3%, on average (Table 11). It is worth noting that, in the single-strut and three-strut models, the 
procedure of ABNT NBR 16868-1 [1] was the one that provided more less satisfactory results (against to safety), when 
compared to the reference displacements. 

It can be concluded that, differently from observed about the maximum shear force in the column (section 5.1), the 
classic single-strut model can provide an adequate estimation of the lateral displacement of the infilled frame (although 
against safety in some situations). It indicates that this model can still be an adequate tool when the analysis is focused 
on the global response of the structure. 

For the multi-strut models, it is important to highlight that the values of the eccentricities significantly influence the 
stiffness of the infilled frame. The application of the proposed procedures showed that the two-strut models are more 
flexible than the reference model (FEM). The three-strut models provided more reasonable results (displacements) than 
the classic ESM, when compared to reference models. Even though, the three-strut models provided results against 
safety for the maximum shear force in columns. 

Regarding the variation in the cross section of the columns, no significant differences were noted in the results. In relation to 
the stiffness of the infill masonry, it is not possible to clearly see its influence from the results shown in Figures 16 to 19. However, 
it can be noticed that the increase in masonry stiffness provided lower displacements as compared to FEM in the single-strut and 
three-strut models with the expressions from Durrani and Luo [23] and from ABNT NBR 16868-1 [1]. 

6 CONCLUSIONS 
In this study a procedure for equivalent multi-strut models were proposed, where the eccentricity of the equivalent struts is 

calculated as a function of the equivalent strut width, which can be obtained from any expression found in literature. For this 
purpose, three expressions were investigated: Mainstone [23], Durrani and Luo [27] and the ABNT NBR 16868-1 [1]. It is 
noteworthy that linear elastic analyzes were conducted and that the orthotropy of the infill masonry was considered. Based on 
the numerical simulations performed in this study, the following are highlighted as the main conclusions: 
- The classic single-strut model is not appropriate to predict the maximum shear forces in the column, that occurs in 

the region of contact with the infill masonry, providing significantly lower values than those obtained with the FEM 
models (58% lower, on average); it is noteworthy that the difference is even more expressive when analyzing the 
frames infilled with masonry of higher modulus of elasticity, reaching up to 86% of difference (against safety). The 
two-strut model was able to satisfactorily predict the maximum shear force on the column, regardless of the 
expression used to determine the properties of the equivalent struts, with results about 10% lower than the reference 
ones. Although the three-strut model provided less satisfactory results than the two-strut one (33% lower in relation 
to FEM), it was better than the classic single-strut model for obtaining the maximum shear force in the column. 
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- Regarding lateral displacements, the three-strut model provided satisfactory results (5% higher in relation to FEM), 
with displacements slightly higher than those obtained in single-strut model. It was noted that the expression from 
ABNT NBR 16868-1 [1] applied to the three-strut model brings better results than when applied to the classic single-
strut one. On the other hand, the two-strut model significantly overestimated the lateral displacements; in this model, 
the expression from Durrani and Luo [27] was the one that led to closer results in relation to FEM (19% higher 
displacements, on average). It is noteworthy that the expression from Mainstone [23], applied to the three-strut model, 
provided results in favor of safety in all analyzed cases, with displacements about 14% higher than the reference ones. 

- Masonry stiffness influenced the results of the ESM models. Especially about the maximum shear force in the column, 
it was noted that the ESM models provided less satisfactory results for masonry of high stiffness, when compared to 
the FEM models. The stiffness of the column did not significantly influence the models analyzed in this study. 

- Taking as a criterion an analysis in favor of safety and closest as possible to the FEM results, the expression from 
Mainstone [23] applied to the three-strut model is recommended to obtain the lateral displacement of the infilled 
frame; to obtain the maximum shear force in the column, the two-strut model is recommended, regardless of the 
expression used to determine the properties of the equivalent diagonals. 
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Abstract: This study presents a computational model to analyze structural masonry shear walls behavior 
considering the effects of mortar joint cracking on loss of stiffness. The simplified equivalent frame model 
was used but including link elements between the frame node to simulate the effects of cracking. The analyses 
were conducted using the SAP2000 computer program and consisted of modeling four shear walls on a 1/3 
scale which were experimentally assessed. The results indicated that the proposed computational modeling 
approach consistently reproduced the effects of cracking at mortar joints, accurately simulating the nonlinear 
behavior of masonry. 

Keywords: structural masonry, shear wall, computational modeling, equivalent frame method (EqFM), 
nonlinear analysis, cracking effects. 

Resumo: O presente trabalho consistiu na elaboração de um modelo computacional para avaliar o 
comportamento de paredes de contraventamento de alvenaria estrutural de blocos considerando-se os efeitos 
da fissuração das juntas de argamassa na perda de rigidez. Com esse intuito foi utilizado o modelo simplificado 
de barras equivalentes, incluindo-se elementos de ligação entre as barras para simular numericamente os 
efeitos da fissuração. As análises foram realizadas utilizando-se o programa computacional SAP2000 e 
consistiram na modelagem de quatro paredes de contraventamento na escala 1/3 que foram ensaiadas 
experimentalmente. Os resultados indicaram que a modelagem computacional idealizada reproduziu de forma 
consistente os efeitos da fissuração na junta de argamassa, simulando adequadamente o comportamento não 
linear da alvenaria. 

Palavras-chave: alvenaria estrutural, paredes de contraventamento, modelagem computacional, modelo de 
barras equivalentes (MBEq), análise não-linear, efeitos de fissuração. 
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1. INTRODUCTION 
The structural masonry construction system has been widely used throughout Brazil over the past few years, due to 

its proven benefits such as speed in construction, economy of materials and improvement of workmanship. 
Experimental, theoretical and/or numerical studies on structural masonry buildings have been developed concurrently 
with its increasing use, contributing to a better understanding of how these structures behave and thereby optimizing 
construction processes and design. 
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Computational modeling is a valuable tool, since it allows the evaluation of different wall configurations subjected 
to different support conditions, applied load and analysis criteria. Computational models are usually validated by 
experimental tests, which, in turn, represent the characteristics of the structure under study. The present study aimed to 
evaluate the accuracy of the equivalent frame method (EqFM) computational model, developed by 
Nascimento et al. [1], to simulate the cracking effects of structural masonry walls in the building bracing system. The 
classic frame model was modified to allow simulation of the cracking nonlinear effects. The results of experimental 
tests reported by Nascimento [2] were used to validate the model. This study is justified by the fact that the loss of 
stiffness associated with shear wall cracking is still not fully understood by the technical-scientific community, and to 
allow better structural design of masonry buildings. 

2 THEORETICAL FRAMEWORK 

2.1 Shear walls in structural masonry buildings 
In structural masonry buildings, shear walls are responsible for the overall stability of the building, providing rigidity 

and resistance to horizontal and vertical forces. 
Parsekian et al. [3] reported that shear walls with a predominant length in the two main directions are necessary to 

provide rigidity to the building. According to Paes [4], these walls can be classified into those that brace the structure 
and those that are braced by other structural members. Despite being part of the structure, the element that is braced 
plays a minimal role in resistance when subjected to horizontal forces. On the other hand, bracing walls provide stability 
to the structure and resist the internal forces arising from the action of horizontal forces. 

According to Parsekian et al. [3] and Mata [5], the behavior of these walls depends on several factors, such as 
boundary conditions and type of connections, magnitude of applied loads, type of materials used, type of masonry 
(reinforced or unreinforced), wall dimension, and existence of openings (doors and/or windows), among others. 
Nascimento [6] remarks that the resistance of a bracing wall is dependent on the stiffness developed in its own plane, 
meaning that stiffness to displacements outside this plane are neglectable. This aspect is of considerable importance in 
the behavior of the bracing walls when incorporating transverse walls as flanges. 

2.2 Nonlinearity in structural masonry 
Gomes [7] reports that a satisfactory nonlinear analysis of masonry must include the nonlinear behavior of the 

material, such as cracking, softening and hardening behavior, multiaxial stress states, and the behavior of the contact 
interface between block and mortar, including cracking. For these reasons, non-linear analyses of structural masonry 
are essential to validate theoretical models, to a better understanding how the structure behaves and conduct novel 
studies in this area. 

According to Peleteiro [8], the nonlinear behavior of masonry is caused primarily by two effects: progressive rupture 
and nonlinear characteristics of the constituent materials. For the material model to represent the behavior of the 
masonry, both effects must be included. According to Andreaus [9], the failure of masonry walls subjected to loads in 
their own plane may be attributed to three basic mechanisms: sliding of the horizontal mortar joints, cracking of the 
units/blocks and splitting of the vertical mortar joint. 

Most nonlinear models use so-called micro-modeling, which is characterized by the separate discretization of the 
units/blocks and the mortar, and, in some cases, the interface between them. However, this type of modeling only 
applies to analysis of small elements to assess the localized behavior of the masonry, as in the study of prisms and small 
walls. When a larger region of the structure is modeled to assess the global behavior, the best option is to use macro-
modeling, where the masonry is treated as homogenized material whose mechanical and elastic properties are equivalent 
to the average characteristics of a given non-homogeneous material. 

Examples of this type of modeling can be found in the studies of van Zijl [10], Garbor et al. [11] and Zucchini and 
Lourenço [12]. These studies are based on numerical models with results compared to experimental models of masonry 
panels subjected to horizontal forces. In all the studies, the authors performed micro-modeling of the masonry, with 
separate discretization of the block and mortar elements, attributing to them the specific properties of each material to 
simulate the masonry nonlinear behavior of individual panels. In the case of several wall members, such as those in 
building analysis, the use of micro-modeling is not adequate due to the number of unknowns in the numerical solution. 
In this case, the use of macro-modeling is preferable, as can be seen in the studies of Medeiros [13] and Lopes [14], 
who conducted linear analysis. 
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The study of Belmouden and Lestuzzi [15] is another example of macro-modeling application. The authors 
presented an equivalent planar-frame model with openings validated by an experimental study. The model deals with 
seismic analysis using the Pushover method for masonry and reinforced concrete buildings. In the model, based on the 
finite element method, were inserted nonlinear flexural springs at the ends of the piers and spandrel elements. For the 
development of capacity curves, the obtained results from the proposed model showed good agreement with 
experimental results. 

The study of Voon and Ingham [16] presents two types of strut-and-tie models to evaluate wall strength compared 
with experimental tests. The first type was a simplified strut-and-tie model, which assumed that all panels were 
pinned at the bond beam center and that lateral force was applied to the bracing panels at the center of the bond 
beam. A second set of strut-and-tie models considered the lateral force to be applied as a single point load at the 
center of the wall top. Strength prediction by the simplified strut-and-tie method was found to closely match the test 
results of masonry walls with a single opening, but significant underestimation of strength by this method was found 
for walls with two openings. 

In a recent study, Pirsaheb et al. [17] developed a model established on truss elements which have been improved 
in a second study reported by Pirsaheb et al. [18]. In both the models, namely Multi-Pier-Macro (MPM), the masonry 
is simulated by an assemblage of pier (vertical trusses) and diagonal connecting elements (braces). A validation 
analysis to correctly reproduce masonry behavior under axial loads, combined shear and compression stresses and 
bending and shear actions were developed. In sequence, four masonry full scale shear walls with different length to 
width ratios and presence or absence of openings were analyzed in the non-linear static range. The results obtained 
showed good agreement to experimental tests simulating in each step of loading the spreading and position of tensile 
and shear cracks. 

2.3 Equivalent frame method (EqFM) 
An experimental study of shear walls requires a high-quality laboratory, which is why so much experimental 

research use small scale models, given their large actual dimensions and the need for robust equipment. After proper 
calibration, computational modeling may become an alternative to experimental studies since computational resources 
are essential to research development. Thus, the present study consisted of evaluating a computational model that 
simulated the lack of stiffness resulting from the cracking of walls subjected to horizontal forces. 

The equivalent frame method (EqFM), developed by Nascimento et al. [1], uses beam elements to discretize the 
wall and simulate stiffness in its own plane, thereby distributing stresses and strains in the masonry. This model was 
initially calibrated by Medeiros [13], Lopes [14] and Barbosa [19], albeit conducting linear analyses. 

According to Medeiros [13], the discretization adopted in the model consists of arranging vertical bars in the hollows 
of the blocks and horizontal bars at the level of each course, considering the gross or net area of the masonry for both 
bars. In sections that exhibit grouting, the corresponding effect of increasing stiffness may be considered when adopting 
the modulus of elasticity of grouted masonry, even if the reference area is the gross section. Figure 1 illustrates a 
masonry wall discretized using the equivalent frame method (EqFM), showing the distribution of the bars and their 
position coincident with the center of gravity of the hollow blocks. In this numerical model the bars are represented by 
classical beam elements with six degrees of freedom in the ends and linear approximation for the displacements 
function. The specific properties of each bar are presented in the following. 

 
Figure 1. Discretization of a masonry wall using the equivalent frame method (EqFM). 
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2.4 Link elements in modeling 

Link elements can be used in computational modeling to simulate the interaction at the interface between 
distinct parts of a structural member and may also be interpreted as contact nonlinearity. The link element used 
by Guerrante [20] to simulate cracking in reinforced concrete beams was the equivalent of six independent springs, 
one for each of the six degrees of freedom of deformation (one translation and one rotation along the normal axis 
of the contact plane, two translations and two rotations along the axes contained in the contact plane). The author 
studied the reinforcement of these beams using three-dimensional finite elements in the discretization, and GAP-
type link elements, implemented in the SAP2000 software model library, which were arranged between the solid 
elements used in the beam simulation and the elements of reinforcement. The analysis consisted of comparing the 
numerical models developed by Guerrante [20] and the experimental results from Simões [21]. The results 
indicated that the modeling carried out by the author [20] was satisfactory, and all the elements used in the model 
adequately simulated the behavior observed in the experiment. 

3 METHODOLOGY 

The SAP2000 program was used to build the computational modeling of four walls selected from 
Nascimento [2]. The equivalent frame method (EqFM) was used, with the addition of link elements to simulate 
cracking in mortar joints. 

3.1 Description of tests performed by Nascimento [2] 

Nascimento [2] conducted tests with different configurations of 1:3 small scale walls. Of the walls evaluated, those 
denominated PISG1, PICG1, PPSG1 and PPCG1 were selected for computational modeling. Walls that did not display 
an opening were denominated individual walls, also used in the following analyses, whose dimensions in centimeters 
are shown in Figure 2. The PISG1 wall represents an unreinforced masonry wall, and PICG1 a reinforced masonry wall 
with grouting at the ends. Figure 2c illustrates part of the instrumentation used in the tests for measuring horizontal 
displacements. The horizontal displacements measured by transducers T1 and T2 were used for comparison purposes 
with computational models. In the walls, reinforced concrete elements (slab strips) were placed at the base and at the 
top to improve the distribution of vertical and horizontal forces. 

 
Figure 2. Individual shear wall (dimensions in centimeters). (a) PISG1 Wall; (b) PICG1 Wall; (c) Displacement measurement 

locations. (Source: adapted from Nascimento [2]). 

Figure 3 illustrates the geometry, grouting locations, and part of the instrumentation used in the tests to measure the 
horizontal displacements of walls with typical door opening. 
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Figure 3. Walls with door opening. (a) PPSG1 Wall; (b) PPCG1 Wall; (c) Displacement measurement locations.  

Measurements in centimeters (Source: adapted from Nascimento [2]). 

The experimental tests were performed using the apparatus illustrated in Figure 4 in accordance with the following procedure: 
a) Previous vertical loading: three cycles of 8 kN each one was applied to the shear wall; 
b) Vertical load referring to the pre-compression: vertical force equals to 30.5 kN were applied to obtain pre-
compression equals to 1.64 MPa; 
c) Monotonically horizontal force was applied to the shear wall reaches the total collapse. 

 
Figure 4. Test apparatus for shear walls. 
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3.2 Walls modeling 
Computational modeling was performed by applying the equivalent frame method (EqFM), using SAP2000 

software. Discretization consisted of arranging vertical bars at each block hole and horizontal bars in the mortar 
joints. The top slab was simulated using a horizontal bar with the properties of the reinforced concrete used in the 
test. The horizontal and vertical displacements were restrained at the base of the wall to simulate its support in the 
laboratory reaction slab. The spacing of the bars and the dimensions of the sections that each represents are shown 
in Figure 5. The bars in the numerical model are represented by the classical beam elements with six degrees of 
freedom in the ends and linear approximation for displacements function, as mentioned before. More details about 
the models can be found in Oliveira [22]. 

3.2.1 Model 1 and Model 2 
In Model 1, which represents the PISG1 Wall, only vertical bars with non-grouted masonry properties were used 

(Figure 5a). In Model 2, which represents the PICG1 Wall, bars with grouted masonry properties were also inserted in 
the position of the end holes, in addition to bars with the elastic properties of steel arranged beside the grouted bars 
(Figure 5b). Model 2 also displays a variation, divided into Model 2a, which considers reinforcement on the tensioned 
and compressed sides, and Model 2b, which considers reinforcement only on the tensioned side (right side). 

 
Figure 5. Representation of Models 1 and 2 with the cross sections and applied load. (Dimensions in centimeters). 

In the SAP2000 software there are link elements available in its element library, which exhibit the length defined 
by the distance between the two nodes that will be connected by this element. Each type of link allows specific degrees 
of freedom to be associated with a linear or non-linear analysis, as well as the force-displacement law possible for each 
degree [16]. Thus, to simulate the effect of cracking on mortar joints, a combination of two links available in the 
software was selected: the GAP and the T/C Friction Isolator (T/C-FI). 

The GAP element only allows compression stresses, leaving it completely free for separation between the nodes to 
occur in the normal direction along the contact line without mobilizing any type of bond and/or degree of freedom. The 
T/C Friction Isolator element allows the occurrence of both tensile and compression stresses in the normal direction 
along the contact line, in addition to the insertion of resistance parameters in the other two orthogonal directions, making 
it possible to consider the shear resistance. These two types of link elements were used in the simulations. 
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The link elements were positioned based on the behavior observed in the tests. In the case of the PISG1 wall, 
cracking was restricted to the horizontal joint at the base. Thus, in the computational model that represents this wall 
(Model 1), the link elements were introduced just above the first course, as illustrated in Figure 5a. With respect to the 
elastic properties, since the PISG1 wall was not grouted, the modulus of elasticity of non-grouted masonry in the gross 
area of the section (6165 MPa), obtained experimentally by Nascimento [2] was used. 

The authors comment that for walls quite different from the ones evaluated in this study, the links allocation can be 
defined from a previous numerical simulation, observing the occurrence of tensile stresses. 

In relation to the PICG1 wall, several configurations for the link elements were evaluated before obtaining the one 
illustrated in Figure 5b. The presence of grouting and vertical reinforcement at the ends of the section resulted in 
excessive stiffness when adopting the same configuration as in Model 1, making some adjustments necessary. These 
modifications involved using link elements in the first three courses, consistent with the cracking observed in the test. 
Two vertical bars were used at the ends, one simulating grouted masonry with the presence of link elements to simulate 
the occurrence of separation/cracking between courses, and another simulating the reinforcement, in which no link 
elements were included, allowing the continuity of the reinforcement and the transfer of stresses through the crack 
(Figure 5b). Thus, in addition to reducing the stiffness of the computational model, the intention was to simulate the 
cracking that occurred in the first three courses during the PICG1 wall test. 

A combination of two connecting elements was used because in tests performed using only the GAP in all the bars 
of a course, shear stress distribution in the model was incompatible with that obtained in the test, since the GAP only 
works under compression and the test also involved application of horizontal forces, thereby causing shear stress. The 
exclusive use of the T/C FI caused the more flexible Model 1 not to resist the addition of horizontal loading and showed 
inconsistent displacement before reaching the collapse load obtained in the test. Thus, the T/C FI element was used 
only in the internal vertical bars of the two models and the GAP in the external vertical bars (Figure 6). Regarding nodes 
where link elements were not used, the bars are completely connected. 

 
Figure 6. The first 4 courses of Models 1 and 2 with the position of GAP and T/C FI elements 

3.2.2 Models 3 and 4 
Models 3 and 4 refer to the modeling of walls PPSG1 and PPCG1, respectively, and were created by connecting the 

individual walls discretized by Models 1 or 2 using a lintel. With respect to Model 3, a combination of two Model 1 
walls was used, denominated W1 and W2 for each of the wall regions (Figure 7a). According to Nascimento [2], 
different elastic moduli were established for the two regions from measurements taken on the wall during vertical 
loading, namely 8099 MPa and 4831 MPa for regions W1 and W2, respectively. 

In Model 4, the combination consisted of two walls similar to Model 2, adopting the same name for the wall 
regions (Figure 7b). Based on the previous justification, W1 and W2 were assigned a modulus of elasticity equals to 
8007 MPa and 9377 MPa, respectively, obtained from Nascimento [2]. The difference between these models and 
Models 1 and 2 is that only the T/C Friction Isolator link element was used, instead of combining it with the GAP 
element. In the tests performed, this configuration proved to be sufficient and satisfactory in tests with walls PPSG1 
and PPCG1. 

With respect to properties associated with GAPs and T/C FIs, as mentioned above, stiffness can be assigned at each 
degree of freedom direction. The nonlinear behavior and properties of the GAP were defined in relation to the vertical 
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direction of the wall (U1), axial to its cross section, since this is the direction of the cracks in the mortar joints. For T/C 
FI, in addition to the properties related to the axial direction, those pertaining to the transverse direction (U2) were also 
defined, in the same direction as the horizontal force applied. A summary of the properties is shown in Table 1. 

 
Figure 7. Loading illustration for Models 3 and 4 

Table 1. GAP and T/C Friction Isolator property elements 
Property GAP T/C FI 

Compressive stiffness (kU1) (kN/cm) 2117.42 2117.42 
Tensile stiffness (kU1) (kN/cm) - 0 

Transverse stiffness (kU2), when U1 refer to Tension or Compression (kN/cm) - 179.65 
Opening (cm) 0 0 

Friction coefficient - 1 

The compressive stiffness (kU1) was determined from the classical strength of materials theory (Equation 1). 

𝑘𝑘𝑈𝑈1 = 𝐸𝐸𝐸𝐸
𝐿𝐿

 (1) 

In which: 𝐸𝐸 is the longitudinal elasticity modulus of non-grouted masonry; 𝐴𝐴 represents the cross-sectional area of 
a masonry bar; 𝐿𝐿 is the length of a masonry bar. 

The transversal stiffness value (kU2) was calculated by Equation 2, which refers to the inverse of the displacement 
due to shear force, according to the classical concepts of structural theory. 

𝑘𝑘𝑈𝑈2,𝑈𝑈3 = 𝐺𝐺𝑎𝑎×𝐸𝐸
𝑐𝑐×𝐻𝐻

 (2) 

In Equation 2, 𝐺𝐺𝑎𝑎 is the transversal elasticity modulus obtained from Equation 3: 

𝐺𝐺𝑎𝑎 = 𝐸𝐸𝑎𝑎
2×(1+𝜈𝜈)

 (3) 

In which: 𝐸𝐸𝑎𝑎 is the longitudinal elasticity modulus of non-grouted masonry; 𝜈𝜈 is the coefficient of poisson; 𝐴𝐴 
represents the cross-sectional area of a masonry bar; 𝑐𝑐 is a corrective factor of the shear stress distribution (equals to 
1.2 for rectangular sections); and 𝐻𝐻 is the height of the wall. 

About the initial null opening value, tests that varied this parameter found no influence on the results obtained. This 
was expected, since this parameter is associated with the mobilization of degrees of freedom corresponding to 
compressive stresses, and the nonlinearity evaluated is related to the mobilization of tensile stresses. A length of 1.0 cm 
was adopted for the link elements because lower values resulted in numerical inconsistency. The friction coefficient 
was obtained from preliminary analyzes performed by the authors, varying this parameter between 0.5 and 1.0. The 
tests results showed that this coefficient did not have much influence. Therefore, based on recommendations from 



N. N. S. Oliveira, J. A. Nascimento Neto, and G. A. Parsekian 

Rev. IBRACON Estrut. Mater., vol. 16, no. 4, e16410, 2023 9/15 

Canadian Standards Association (S304-14) [23] and the studies of Parsekian et al. [3] and Pasquantonio et al. [24], the 
authors decided to adopt 1.0 as the value of the friction coefficient. In their work, Pasquantonio et al. [24] presents a 
table with five other references about the coefficient of friction at the interface between masonry and mortar. The 
average value of the coefficient of friction (μ) founded by those researchers was equal to 1.07, while the value of 0.61 
was obtained by Pasquantonio et al. [24] in the experiments carried out in their research. 

3.3 Loading Cases 
Given that the purpose of computational modeling was to evaluate the reduction of wall stiffness caused by cracking, 

loading was applied incrementally. Thus, a combination of geometric nonlinear loading was used, consisting of vertical 
loading and horizontal forces (Figure 5). All the models were submitted to pre-compression equals to 1.64 MPa 
corresponding to vertical load equals to 0.80 kN/cm and 0.82 kN/cm for Models 1 and 2, respectively. The horizontal 
forces were incrementally applied to the computational model up to collapse load achieved in the test, with intensities of 
7.2 kN and 10.5 kN, corresponding to Models 1 and 2, respectively. Models 3 and 4 were submitted to a vertical load of 
0.87 kN/cm on each of the regions. The maximum horizontal load applied in Models 3 and 4 was 27 kN and 25.5 kN, 
respectively (Figure 7). Thus, the following procedure was adopted for the loads considered in the computational models: 
- Exclusive application of vertical loading to obtain the initial state of compressive stresses in the walls. 
- Based on the initial stress state in the wall, horizontal force was introduced in 1.0 kN increments, up to the maximum 

value obtained in each of the tests. The aim was to induce the formation and propagation of cracking in the wall and 
incrementally assess the progressive lack of stiffness. 
It is important to emphasize that no non-linear behavior was considered for the masonry materials; only the effects 

arising from cracking in the horizontal mortar joints were evaluated. 

4 RESULTS AND DISCUSSIONS 

4.1 Analysis of horizontal displacements 
According to Nascimento’s study [2], the horizontal displacements measured by transducers T1 and T2 were used 

for comparison purposes with the results of computational models, as illustrated in Figure 2c, associated with the top 
slab and the top masonry course, respectively. In the following graphs (Figure 8 and Figure 9), the solid lines represent 
the experimental results (Exp.), and the dashed lines the computational modeling results. 

4.1.1 Results of unreinforced walls 
Figure 8 illustrates the horizontal displacements associated with walls PISG1 and PPSG1. According to 

Nascimento [2], in the case of PISG1, linear behavior was characterized as the horizontal force ranged between 1 kN 
and 3.5 kN, after which nonlinear behavior was identified and intensified after the first visible crack at 5.7 kN. 
According to the author, total wall failure occurred with a horizontal force intensity of 6.7 kN. Nascimento [2] also 
reports that the horizontal section of the curve corresponds to a rigid body movement which, in turn, may be 
associated with hinge formation at the base of the wall, where residual resistance could be linked to the formation of 
a diagonal strut. Under these stress distribution conditions; the wall was already about to fail. 

As can be seen in Figure 8a, the numerical model displayed a tendency to behave similarly to its experimental 
counterpart, despite being more flexible. A section with linear behavior is observed until the intensity of the horizontal 
force reaches 3.5 kN, with initial nonlinear behavior between 3.5 kN and 4.8 kN, whose effect intensified from 5.0 kN 
onwards, just before the experimental result. The maximum displacement achieved with the computational model was 
8.84 mm, in transducer 1, 1.7 times higher than that recorded in the test, equals to 5.2 mm. This greater flexibility in the 
computational model can be attributed to its simpler simulation using discrete elements (bars), which therefore may not 
represent smooth crack propagation. Another factor that could have influenced stiffness in the computational model is the 
greater complexity of simulating a non-reinforced element, which can make it difficult to achieve equilibrium during 
nonlinear processing. The results obtained with the computational model corroborate Nascimento’s description [2], in 
which he considered a main crack in the base as the most important part of nonlinear wall behavior. 

One aspect that was not well represented in the computational result was the rigid body movement described by the 
author of the tests. This effect is difficult to simulate, especially when plasticity and/or rupture criteria are not used for 
masonry, leaving these aspects to be explored in future research. Nevertheless, the proposed model did yield the final 
objective, which was the simulation of stiffness degradation from the cracking process at the base of the wall. 
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Furthermore, for the purpose of evaluating stiffness lack in building walls, the model exhibits result that favor safety, 
since a greater lack is estimated than that obtained experimentally. 

The results obtained for wall PPSG1 (Figure 8b) showed the same tendency as those of PISG1, where the 
computational model was more flexible than its experimental counterpart, whose collapse was occurred with a 
horizontal force of 24 kN. In contrast to what occurred with PISG1, the maximum displacements associated with the 
computational model were close to those obtained experimentally. This result may be attributed to less cracking in the 
wall region to the left of the opening, as described by Nascimento [2], thereby reducing the effects of wall stiffness lack 
and making the assembly less unstable and the computational simulation less complex. According to the author, linear 
behavior is acceptable up to a horizontal force of 15 kN, after which nonlinear behavior is observed, intensifying at 
18 kN after the first visible crack. Model 3 shows linear behavior up to approximately 11 kN of horizontal force, where 
nonlinearity is characterized, intensifying from 15 kN onwards, results similar to those obtained experimentally. As 
previously mentioned, including plasticity and/or rupture criteria may further improve these results, which could be 
investigated in future research. 

With respect to the models with no reinforcement or vertical grouting, it should be noted that building codes stipulate 
the use of reinforcement whenever tensile stresses occur in the structural walls. The results presented here do not apply 
to unreinforced shear wall situations with tension loads. The aim is to validate the computational modeling proposed 
based on the behavior of a difficult computational simulation due to the absence of vertical reinforcement. 

 
Figure 8. Horizontal force × horizontal displacement graph: (a) PISG1 Wall and Model 1; (b) PPSG1 Wall and Model 3. 

4.1.2 Results of reinforced walls 
Figure 9 illustrates the results of walls PICG1 and PPCG1. With respect to the experimental results for PICG1, 

Nascimento [2] found that the linear section was formed between horizontal forces of 1.0 kN and 4.5 kN, followed 
by the onset of nonlinear behavior, with the first visible crack observed at 7.0 kN. According to the author, the 
wall failed at a horizontal force intensity of 10.5 kN and, unlike PISG1, without the occurrence of rigid body 
movement and the appearance of a horizontal section in the curve. The absence of the horizontal section, lower 
stiffness lack, and greater horizontal failure load of PICG1 in relation to its PISG1 counterpart may be attributed 
to the effect of grouting and vertical reinforcement at the ends. In contrast to PISG1, cracking in PICG1 occurred 
in three courses at the base, underscoring the effect of vertical reinforcement on the transfer of tensile stresses 
through these cracks. 

Two Model 2 configurations were assessed, considering or not reinforcement at the compressed end of the wall. 
This variation in the computational model was based on the study conducted by Camacho et al. [25], Oliveira [22], who 
found that different reinforcement ratios did not influence the compressive strength of concrete block prisms. The results 
obtained showed no significant differences, except for the section after a horizontal force of 9.0 kN was applied, where 
the model without compressed reinforcement showed more intense nonlinearity. Thus, only the results of the model 
with compression reinforcement were displayed. 

Comparison of the results obtained for Model 2 and wall PICG1 demonstrated statistically similar absolute values. 
Assessment of the initial linear section of the computational model revealed that it was limited by the intensity of the 
horizontal force of approximately 4.0 kN, 11.31% below the experimental value. Intensified nonlinear behavior was 
identified starting at a force of 6.0 kN, a value 14.3% lower than that associated with the appearance of the first visible 
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crack during the test. PICG1 failed at a top displacement of 6.2 mm, while Model 2 resulted in a top displacement of 
5.71 mm, corresponding to a difference of -7.9%. 

 
Figure 9. Horizontal force × horizontal displacement graph: (a) PICG1 Wall and Model 2;  

and (b) PPCG1 Wall and Model 4. 

About the PPCG1 wall, the similarity between the results of the computational (Model 4) and experimental models 
is also significant. As reported by Nascimento [2], greater stiffness lack occurred starting at 18 kN and the test reached 
a maximum horizontal force intensity of 22 kN. Model 4 shows that intensification began at approximately 16 kN 
(11.1% lower). The post-peak sections observed in the experimental results could not be simulated in the computational 
model, and since the main objective was to evaluate the lack of stiffness from cracking, failure and plasticity criteria 
were not considered for masonry in this study. 

4.2 Analysis of normal stress distribution in computational modeling 

4.2.1 Models 1 and 3 

Analysis of normal stress distribution is associated with the corresponding models submitted to the maximum 
intensity of the horizontal force measured in the tests, namely 7.2 kN in Model 1 and 27 kN in Model 3. Figure 10 
illustrates the normal force distribution in Model 1, on computational modeling (Figure 10a) and experimental tests 
(Figure 10b). As expected, compressive forces were concentrated on the left edge of the wall, increasing from the top 
to the base, suggesting the formation of a diagonal strut. Figure 10c illustrates the stress distribution at the base of the 
wall, showing a section to the left with a region subjected to compressive stresses in the base course, with a maximum 
intensity of -1.33 kN/cm2, a long central stress-free section, associated with the horizontal crack in the mortar joint, 
and, finally, very low tensile stresses at the other end of the wall. A horizontal cross section in the second course of the 
wall showed no tensile stresses, indicating adequate simulation of cracking in the horizontal joint. 

In relation to Model 3, Figure 10a-10b demonstrate the normal stress distribution, with a formation of a possible 
diagonal strut in the region of the wall to the left of the opening, starting from the upper right corner at the connection 
point with the lintel, towards the lower left corner at the base of the wall. In the region on the right, there is a small 
concentration of compressive stresses in the lower left corner, and a section at the top of the wall with high intensities 
caused by horizontal forces. Stress distribution in horizontal cross sections at the base of this wall, as seen in Figure 
11c, was consistent with the cracking observed during the test. No stress occurred over most of the cross section of 
the wall region to the right of the opening, which was subjected to compressive stress equivalent to the length of 
only one block. In the wall region to the left of the opening, the stress-free region was limited to nearly half the width 
of the region, where the region submitted to compressive stresses exhibited maximum intensities 2.50 times greater 
than those of the other wall region. 
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Figure 10. Normal stress distribution in Model 1: (a) Computational Modeling; (b) Experimental Test;  

(c) Normal stress distribution in the base cross sections. 

 
Figure 11. Normal stress distribution in Model 3: (a) Computacional Modeling; (b) Experimental Test;  

(c) Normal stress distribution in the base cross sections. 
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4.2.2 Models 2 and 4 
The results exhibited below refer to the horizontal force caused by the failure of the experimental models, namely 

10.5 kN in PICG1 and 25.5 kN in PPCG1. A comparison between Figure 12a-12b and the corresponding for PISG1 
(Figure 9a-9b) reveals similar behavior, except for the occurrence of tensile stresses over the entire right edge of the 
wall, resulting from the vertical reinforcement. The beneficial effect of reinforcement in controlling cracking and 
thereby increasing wall stiffness is evident in the tensile stress peaks of Figure 12c, reaching yield stress in the cross-
section of the second course, with continuous reduction in the tensile stress in the courses immediately above. The 
peaks are so high that the compressive stresses associated with the masonry become imperceptible, even in the cross-
section region with vertical grouting. These stresses are only seen in Figure 12d, where stress in reinforcement was 
omitted. This figure also shows the occurrence of a stress-free region in cross-section, which declines with the addition 
of courses, associated with the occurrence of probable cracking. It is noteworthy that cracking was detected up to the 
third course in the wall test. The occurrence of short stress-free region in cross-sections beyond the third course is fully 
acceptable, since the reinforcement controls cracking, making it imperceptible. Regarding the region of cross-sections 
submitted to compressive stresses, in the base cross-section their extension is smaller, and the maximum intensity is 
higher. This tendency may be due to the greater bending moment intensity at the base, resulting in greater compressive 
and tensile stresses, thereby increasing maximum compressive stress and the stress-free region in cross-section, 
associated with crack extension in the mortar joint. 

The results of Model 4 demonstrate the same trend of diagonal strut mobilization in both regions of the wall, as that 
observed in Model 2. The vertical reinforcement mobilization illustrated in Figure 13 shows that the reinforcement 
subjected to the greatest tension was in the wall region to the right of the opening, corroborating the occurrence of more 
intense cracking in this region. Nevertheless, yield stress was not characterized. In relation to compression reinforcement, 
a relevant stress intensity of 40 kN/cm2 was detected in Model 2. It is important to note that the tests conducted by 
Camacho et al. [25] investigated prisms submitted to simple compression, which differs significantly from the axial 
compression with flexure applied to the walls studied here. Thus, it is necessary to reassess the effect of compressed 
reinforcement under stress distribution like that exhibited by the shear walls studied. It should also be noted that the 
modeling without compression reinforcement was evaluated and no substantial changes in stiffness were detected. 

 
Figure 12. Normal stress distribution in Model 2: (a) Modeling; (b) Experimental test. Normal stress distribution in the base cross-

sections: (c) with stress in reinforcement; (d) without stress in reinforcement 
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Figure 13. Normal stress distribution in Model 4: (a) Modeling; (b) Experimental test. Normal stress distribution in the base cross-

sections: (c) with stress in reinforcement; (d) without stress in reinforcement. 

5 CONCLUSIONS 
The analyses proposed in this study consisted of using an improved equivalent frame method (EqFM) to 

computationally simulate the behavior of masonry shear walls subjected to horizontal and vertical loads in their own 
plane. The main objective was to determine the model's capacity to represent the walls stiffness degradation caused by 
cracking in the horizontal mortar joints. Based on the results obtained, the following conclusions could be drawn: 
- The use of simple link elements that allow complete separation between the courses of the shear wall when tensile 

stresses occur was sufficient to simulate the initialization and propagation of cracks; 
- In the shear wall without vertical reinforcement, the use of link elements associated with the first horizontal mortar joint 

is sufficient to represent the behavior observed, since the main cracking occurs in this joint before the wall fails; 
- In the shear wall with grouting and vertical reinforcement at the ends, it is necessary to use link elements in the first 

three courses. Including compressive reinforcement in the modeling did not lead to significant changes in shear wall 
stiffness. However, its participation in stress distribution and resistance of the cross section submitted to axial 
compression and flexure load requires further investigation; 

- The computational models developed proved to be efficient in simulating the stiffness degradation caused by cracking 
in the horizontal mortar joints. The numerical curves yield strong similarity with those obtained in the tests, and the 
computational models were always slightly more flexible and thus favor safety; 

- In addition to the change in behavior between reinforced and non-reinforced shear walls, analysis of normal stress 
distribution in different cross-sections of the walls also indicated the efficiency of reinforcement in transferring 
tensile stresses between the cracks. 
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