Editorial

The Brazilian Concrete Institute started its scientific publication in 2005, when two Journals were created: the IBRACON Structural Journal, and the IBRACON Materials Journal. In 2008 these two publications were unified and started the new IBRACON Structures and Materials Journal. In that date a new style of cover and diagramming were created, the green-and-yellow pattern. The Journal Volume 1, Number 1, included five articles, published in Portuguese, English and Spanish. In the following years, 2008, 2009 and 2010, four numbers were published in each of these annual volumes, with a total of 20 articles per volume. The 2011-Volume had 5 issue-numbers and 40 articles, the publication of the article in English being mandatory and the publication of a version in Portuguese (or possibly in Spanish) being optional. Since 2012, six issues per volume have been published every two months. Volume 12, from 2019, had 12 articles per issue-number, and consisted of 72 original articles.

This current number (V13, n4) inaugurates a new phase. From now on only articles in English are published and each number may contain 15 articles. Each article is published in continuous flow and is available as soon as approved and diagrammed. The full number is completely closed and made available as soon as all articles are published. Potentially, soon, 90 articles will be published per annual volume.

To celebrate this landmark, a new cover page and diagramming style was created. We must acknowledge Arq. Marcela Noronha P. de O. e Sousa for the courtesy of designing the new cover page. The layout style of the articles now contemplates a pattern with only one column, which facilitates reading on screens, and contains editorial information about the authors and editors. This includes describing each author individual contribution to the scientific article.

The Editorial Board is increasing, moving to have about half of the Associated Editors from outside Brazil, contemplating all continents. We thank our new Associate Editors, all with their extreme scientific excellence and relevance, for the kind acceptance and commitment to serve this Journal:

- Dr. Bruno Briseghella, Fuzhou University, Fujian, China
- Dr. David Oliveira, Jacobs Engineering, Sydney, Australia
- Dr. Leandro F. M. Sanchez, University of Ottawa, Ottawa, Canada
- Dr. Luis Oliveira Santos, Laboratório Nacional de Engenharia Civil, Lisboa, Portugal
- Dr. Marco Di Prisco, Politecnico di Milano, Milan, Italy
- Dr. Mário Jorge de Seixas Pimentel, Universidade do Porto, Porto, Portugal
- Dr. Mark G Alexander, University of Cape Town, Cape Town, South Africa
- Dr. Nigel G. Shrive, University of Calgary, Calgary, Canada
- Dr. Rebecca Gravina, RMIT University, Melbourne, Australia
- Dr. Yury Villagrán Zaccardi, Universidad Tecnológica Nacional Facultad Regional La Plata, Buenos Aires, Argentina

Thank you, and good reading.
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Hardness correlation length in a self-compacting concrete
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Abstract: This paper presents an experimental study of spatial variation of hardness or indentation strength of a self-compacting concrete. With the purpose of validation, the comparison between the used methodologies with the values obtained by numerical simulation is presented. The correlation length (Lcor) obtained on the semivariogram using a Gaussian model is similar to the numerically simulated value, especially when the distance between the measurements is less than the sought Lcor. Using sclerometry, it was possible to infer that to find the value of concrete correlation length it is necessary to measure nearby points, at ca. 2cm apart. With this scheme, the value of Lcor found is close to the obtained using macro-indentation, a more complex and time-consuming procedure. Finally, for the studied self-compacting concrete, the correlation length is equivalent to a value between 5 to 6 times the maximum aggregate size.

Keywords: spatial distribution, self-compacting concrete, hardness, indentation.
factors are considered to achieve macroscopic properties with certain safety in engineering design. Current trends in concrete science and engineering seek a better representation of this heterogeneity at various length scales [3].

Classical methods of statistical data analysis generally assume that the realizations of random variables are independent of each other, considering that neighboring observations do not influence each other. Spatial data analysis presents itself as an alternative and/or as a complement to classical data analysis, as this type of analysis considers the correlations between observations [4].

Spatial analysis of data, using geostatistics, has gained momentum since the 1980s in areas other than mining and geology, with great applicability in soil science. This became possible due to the computational ease that made feasible some calculations relatively laborious in this methodology [5]. The applicability and use of geostatistics as a methodology for analyzing data in space or time has been disseminated in various branches of science, involving the areas of social, biological and exact sciences [4].

Local or specific mechanical properties influence the behavior of concrete in its global form, such as its compressive stress, elasticity, creep, and durability, among other factors. The study of the spatial distribution of these properties allows to understand the material behavior at different points on the surface. Following the idea proposed by Constantinides et al. [2], [4], this study can be carried out using a grid of points, in which each point presents the mechanical properties obtained through experimental tests.

Thus, the general objective of this work is to study the spatial distribution of the hardness of a self-compacting concrete and to define a distribution model of the material properties on the analyzed surface, in order to obtain the macroscopic behavior of the material. Geostatistics was used for the spatial analysis of the data, with emphasis on the analysis of the semivariogram for the determination of the spatial dependence of the data. An initial validation through numerical simulation is also presented.

2 MATERIALS AND EXPERIMENTAL PROGRAM

In this section, first the phisics properties of the materials used for the production of self-compacting concrete is shown. The characterization of the materials used for the concrete production and composition were performed by Padoin [6]. Afterwards, the sclerometry and macro-indentation tests of self-compacting concrete are described. Finally, the methodology for the spatial analysis of the data is presented.

2.1 Materials

For this work, a self-compacting concrete developed by Padoin [6] was used to obtain a characteristic compressive strength (fck) of 25 MPa. The water/cement ratio of the concrete was 0.5. Table 1 shows the concrete proportion mixture.

<table>
<thead>
<tr>
<th>Materials</th>
<th>kg/m³</th>
</tr>
</thead>
<tbody>
<tr>
<td>Portland Cement</td>
<td>400</td>
</tr>
<tr>
<td>Water</td>
<td>200</td>
</tr>
<tr>
<td>Superplasticizer additive</td>
<td>2,40</td>
</tr>
<tr>
<td>Fine aggregate</td>
<td>731</td>
</tr>
<tr>
<td>Coarse aggregate</td>
<td>904</td>
</tr>
</tbody>
</table>

Medium river sand and origin basaltic coarse aggregate was used. These materials were obtained in the city of Alegrete – RS, Brazil.

The granulometric composition of the aggregates was performed according to the procedures established by NBR NM 248 [7], with the maximum diameter of the coarse aggregate being 9.5 mm and the fine aggregate being 2.36 mm.

The determination of the specific mass of the fine aggregate was performed according to procedures described in NBR 9776 [8], obtaining the value of 2.75 g/cm³. For the coarse aggregate, NBR NM 53 [9] was used to determine the specific mass, resulting in a value of 3.19 g/cm³. The Brazilian Portland cement used for the mixture was the CP IV-32, manufactured by the company Votoran. Also, the Sika's ViscoCrete® 5700 superplasticizer additive was added.

The concrete, in its fresh state, had an average spreading diameter of 665 mm and the mixture did not present any segregation, ensuring homogeneity, as shown in Figure 1a. The passing ability was measured using the J Ring, U Box...
and V Funnel equipments (according to standard NBR 15823 [10]). The passing ability results were 20 mm for J Ring and 1.5 mm for U box, while the flow time, measured through the V funnel, was found to be 11 seconds.

Figure 1. a) Spreading of the concrete in a fresh state and b) types of specimens produced.

Cylindrical specimens of dimensions (100x200) mm, prismatic specimens of (250x250x100) mm and (200x200x100) mm were produced to perform the tests. The specimens were molded and cured as described in NBR 5738 [11]. Figure 1b shows the types of specimens produced.

The self-compacting concrete showed, on average (means of 5 specimens), compressive strength at 28 days of 27.67 MPa, with a coefficient of variation (CV) of 3.47%. The tests were performed on an Instron universal machine, with a maximum capacity of 1500 kN, following the procedures described in the NBR 5739 standard [12].

2.2 Sclerometry test

The Schimidt reflection sclerometer was used, with an impact energy of 0.225 mkg and a tip diameter of 15 mm. The reflection sclerometer was calibrated on the standard anvil, as prescribed by NBR 7584 [13]. Particular care during the measurements was considered to ensure that the surface of the tested concrete was dry, clean and regular.

The test was carried out in two ways: first, by following the recommendation of standard NBR 7584 [13]. The self-compacting concrete slab used in the test was (250x250x100) mm. The points were initially defined randomly in the specimen, considering the minimum distances between them and the specimen edges, as shown in Figure 2a. Second, by building a regular mesh of lines every 10 mm on the surface of a (200x200x100) mm plate. However, as the tip of the sclerometer is 15 mm, the impact points were distributed every 20 mm, to not create overlap measurements. The scheme of the mesh in this case can be identified in Figure 2b.

Figure 2. Self-compacting concrete plates used in sclerometry, a) for the analysis based on the NBR 7584 standard [13] and b) for the analysis of indentation with sclerometer on a regular mesh.
2.3 Macro-indentation tests

For the macro-indentation tests, plates with dimensions of (200x200x100) mm were used, in which 10 mm distant lines were drawn, forming a regular grid with 361 points, as represented in Figure 3a. The concrete plate with the drawn mesh was placed on the plate of the universal testing machine Shimadzu AGS – X, with maximum capacity of 5 kN. The displacement that the material undergoes at each point of the mesh is measured when a compression load of 2000 N is applied. The contact between the machine and the specimen was made through a steel crew with a semi-spherical head, coupled to the machine load cell. The configuration test is shown in Figure 3b.

2.4 Spatial analysis of data

In order to obtain smoother curves in the representation of the spatial distribution of the data, an interpolation by cubic splines was used, both in the Matlab software and in the ArcGis software. In addition, geostatistical data analysis was carried out using semivariograms in the ArcGis software. The semivariograms were modeled using the extension Geostatistical Analyst, with the standard configuration of the ArcGis software. The software generates the semivariograms by means of Kriging interpolation, and supplies the range parameter. Finally, the Gaussian model was used.

3 RESULTS AND DISCUSSIONS

First, the validation of the methodology used by numerical simulation is presented and discussed. In addition, experimental data and spatial analysis of data related to the sclerometry and macro-indentation tests, performed on self-compacting concrete, are presented.

3.1 Validation of the methodology used by numerical simulation

In order to validate the methodology used, the values of correlation length (Lcor) numerically simulated were also measured and analyzed with the semivariogram.

This verification was based on the proposal of Shinozuka and Deodatis [14], which aims to make the numerical discretization of the correlation length size of a simulated random field independent. This idea is used to introduce variability in the material, for the lattice discrete elements method (LDEM), as explained in [15]–[18]. In this methodology, the domain (3D) is divided into prismatic regions that have correlation lengths as sides, which may be
different in the three Cartesian directions (Lcorx, Lcory, Lcorz). At the vertices of these prisms are the poles (V1 to V8) and random values are assigned with unrelated probability distributions. Subsequently, a linear three-dimensional interpolation is performed to determine the value of the random field corresponding to each point inside the prism.

Using this methodology in a two-dimensional state, pseudo-random values with Weibul type II distribution are simulated through an algorithm implemented in Matlab and the programming used in the LDEM method (see Puglia et al. [18]).

First, a two-dimensional random field with Weibull type II distribution was simulated, with mean 1, coefficient of variation (CV) 30% and correlation length (Lcor) in both directions equal to 1. In Figure 4, the histogram of the values is shown. The average of these simulated values is 0.979 and the CV = 31.3%, both very close to the initial inputs in the program to simulate the random field.

Using the Matlab software, the data matrix was interpolated and the spatial distribution graph of the data, plotted in Figure 5a, was made. With the simulated data, the Gaussian semivariogram model was generated in the ArcGis software. Figure 5b shows the Gaussian model with the obtained range and nugget effect.

Theoretically, the range of the semivariogram is closely linked to the value of Lcor, however, when setting Lcor = 1 in the simulation, this range value (1.907 in Figure 5b) was not obtained in the semivariogram. It is interesting to note that, in this case, the semivariogram has an almost constant graph.

Following the same procedure, random fields with Weibull type II distribution with mean 1, CV = 30%, with Lcor correlation lengths equal to 2, 4 and 6 were simulated. In Figure 6, the spatial distribution histograms of the numerical models are shown together with the semivariograms of the numerical analyzes carried out with ArcGis, for the three correlation lengths studied. From Figure 6, it is possible to observe that the range of the semivariogram with the Gaussian model approaches the input value (Lcor) given in the simulation.

From the analyses of Figures 5 and 6, it can be seen that when the distance measured between the points is of the order of Lcor, or greater than this value, the semivariogram appears to be constant from the beginning. The range found with ArcGis software present no relation to the correlation length. On the other hand, when the distance between the measured points is less than Lcor, the semivariogram starts to be constant only after the range, a value that corresponds to the simulated correlation length. Also, the smaller the relationship between the distance from the measured points and Lcor, the greater the precision found.

Comparing Figures 5 and 6, it is possible to observe that greater variability is found in the spatial distributions of the data with lower Lcor. Particularly, in Figure 5 there are many peaks and valleys, while in Figure 6, these maximums and minimums are each time more distanced until, with Lcor equal to 6, the data variation is low.

This way of interpolating the data from the values of the simulated poles present the desired theoretical distribution, using the methodology initially proposed by Shinozuka and Deodatis [14]. However, it is important to note that this interpolation method changes the characteristics of the data set, as shown in the comparisons between the histograms in Figures 4 and 6. The average value is close to the desired value, however, the CV varies distinctively: the variation is greater when a smaller number of poles is used in the interpolation.
Figure 5. a) Spatial distribution of the numerical simulation with Lcor = 1, b) Semivariogram obtained with ArcGis analysis of the numerical simulation with Lcor = 1.

Figure 6. Histogram after the interpolation of the poles, Spatial Distribution and Semivariogram of the numerical simulation with 
   a) Lcor = 2, b) Lcor = 4 and c) Lcor = 6.
4 ANALYSIS OF THE CORRELATION LENGTH USING SCLEROMETRY

4.1 Analysis based on standard NBR 7584 [13]

As the main objective of this work is not to evaluate by sclerometry the strength of the concrete, but to analyze the spatial distribution of the data, all the values obtained in the test were kept.

The sclerometric indices ($SI$) measured in the prismatic specimen (250x250x100) mm, as well as the distances at which the measurements were made, are shown in Table 2. $k$ is the correlation coefficient of sclerometric index found in standard NBR 7584 [13].

Table 2. Results of the Sclerometric index established in NBR 7584 [13].

<table>
<thead>
<tr>
<th>Point Nº</th>
<th>$x$ (cm)</th>
<th>$y$ (cm)</th>
<th>$SI$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.25</td>
<td>3.68</td>
<td>29</td>
</tr>
<tr>
<td>2</td>
<td>13.69</td>
<td>3.30</td>
<td>34</td>
</tr>
<tr>
<td>3</td>
<td>21.87</td>
<td>3.10</td>
<td>32</td>
</tr>
<tr>
<td>4</td>
<td>8.33</td>
<td>8.15</td>
<td>32</td>
</tr>
<tr>
<td>5</td>
<td>19.15</td>
<td>8.13</td>
<td>34</td>
</tr>
<tr>
<td>6</td>
<td>3.76</td>
<td>11.91</td>
<td>34</td>
</tr>
<tr>
<td>7</td>
<td>12.45</td>
<td>12.83</td>
<td>32</td>
</tr>
<tr>
<td>8</td>
<td>18.75</td>
<td>12.83</td>
<td>38</td>
</tr>
<tr>
<td>9</td>
<td>6.48</td>
<td>18.64</td>
<td>31</td>
</tr>
<tr>
<td>10</td>
<td>18.03</td>
<td>16.99</td>
<td>28</td>
</tr>
<tr>
<td>11</td>
<td>22.05</td>
<td>18.82</td>
<td>30</td>
</tr>
<tr>
<td>12</td>
<td>13.87</td>
<td>21.44</td>
<td>28</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td>32.00</td>
</tr>
<tr>
<td>$k$</td>
<td></td>
<td></td>
<td>0.97</td>
</tr>
<tr>
<td>$SI_{mean}$</td>
<td></td>
<td></td>
<td>31.04</td>
</tr>
</tbody>
</table>

Using the curve adjusted by [19] and following the Equation 1, in which:

\[ f_c = 0.026SI^{2.044} \]  

it is possible to obtain the compressive strength for concrete at 28 days of age, which is equal to 27.79 MPa; this value is very close to what found in the experimental tests (27.68 MPa).

The data histogram of the sclerometric indexes presented in Table 2 are found in Figure 7a. In Figure 7b, the spatial distribution of the hardness is shown, demonstrating great variation of the results. With these data, the semivariogram made in ArcGis with Gaussian model reports a constant function, as shown in Figure 7c. This behavior indicates that the size of the correlation length is smaller than the measurements made (on average 7 cm), thus, the $L_{cor}$ must be less than this value.

4.2 Sclerometer indentation analysis on a regular mesh

As explained in section 2.2, the sclerometric index measurements were taken every 2 cm in both directions (see Figure 2b). Table 3 presents the results obtained in the sclerometry test for the self-compacting concrete plate (200x200x100) mm. It is important to note that the points at the end of the plate were discarded, as they showed distortions in the sclerometric index values. Thus, the average $SI$ was 30.56, which corresponds to a compressive strength of 28.22 MPa (Equation 1).

In Figure 8a, the histogram for the sclerometric index data presented in Table 3 can be seen. Figure 8b shows the data spatial distribution on the plate using splines interpolation in the Matlab software, while in Figure 8c it is possible to see the semivariogram obtained with the ArcGis software for the Gaussian model. When comparing the spatial distribution of the measured hardness according to NBR 7584 [13] (Figure 7b) with Figure 8, it is possible to notice in
the latter a greater variation of peaks and valleys at closer distances. This indicates that with this methodology, more spatial variability was found than by following the standard normative.

**Figure 7.** a) Histogram of the sclerometric index data, b) Spatial distribution and c) semivariogram with Gaussian model.

**Table 3.** Results of the sclerometric index using the regular 2 cm mesh.

<table>
<thead>
<tr>
<th>Coordinates</th>
<th>( x_1 )</th>
<th>( x_2 )</th>
<th>( x_3 )</th>
<th>( x_4 )</th>
<th>( x_5 )</th>
<th>( x_6 )</th>
<th>( x_7 )</th>
<th>( x_8 )</th>
<th>( x_9 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( y_1 )</td>
<td>23</td>
<td>34</td>
<td>30</td>
<td>32</td>
<td>28</td>
<td>31</td>
<td>32</td>
<td>28</td>
<td>30</td>
</tr>
<tr>
<td>( y_2 )</td>
<td>27</td>
<td>27</td>
<td>32</td>
<td>33</td>
<td>30</td>
<td>35</td>
<td>31</td>
<td>30</td>
<td>29</td>
</tr>
<tr>
<td>( y_3 )</td>
<td>28</td>
<td>29</td>
<td>28</td>
<td>34</td>
<td>33</td>
<td>32</td>
<td>33</td>
<td>28</td>
<td>26</td>
</tr>
<tr>
<td>( y_4 )</td>
<td>28</td>
<td>31</td>
<td>37</td>
<td>33</td>
<td>37</td>
<td>30</td>
<td>36</td>
<td>30</td>
<td>26</td>
</tr>
<tr>
<td>( y_5 )</td>
<td>30</td>
<td>37</td>
<td>37</td>
<td>34</td>
<td>32</td>
<td>32</td>
<td>36</td>
<td>32</td>
<td>26</td>
</tr>
<tr>
<td>( y_6 )</td>
<td>24</td>
<td>30</td>
<td>34</td>
<td>31</td>
<td>32</td>
<td>40</td>
<td>32</td>
<td>34</td>
<td>34</td>
</tr>
<tr>
<td>( y_7 )</td>
<td>23</td>
<td>32</td>
<td>31</td>
<td>37</td>
<td>35</td>
<td>31</td>
<td>29</td>
<td>28</td>
<td>28</td>
</tr>
<tr>
<td>( y_8 )</td>
<td>31</td>
<td>29</td>
<td>31</td>
<td>28</td>
<td>26</td>
<td>30</td>
<td>34</td>
<td>28</td>
<td>30</td>
</tr>
<tr>
<td>( y_9 )</td>
<td>23</td>
<td>26</td>
<td>27</td>
<td>27</td>
<td>30</td>
<td>29</td>
<td>32</td>
<td>25</td>
<td>27</td>
</tr>
</tbody>
</table>

In this case, the semivariogram starts to be constant after the range, 4.79 cm, demonstrating that the value used for the measurements, every 2 cm, can be appropriate for this methodology. This range value represents the correlation length for the concrete under study.

### 4.3 Macro-indentation test in concrete

Figure 9a shows a scheme of the self-compacting concrete plate (200x200x100 mm) used in this test, illustrating the displacements and all points of the mesh measured, as described in section 2.3. Figure 9b reports the data interpolation by splines, performed in the Matlab software; the measurements at the plate borders were discarded, in order to avoid interference from the boundary conditions. The spatial distribution of the displacements shown in Figure 9b has a similar shape to that found by measuring the hardness with the sclerometric index in a 2 cm mesh (Figure 8b). From these data, a semivariogram model was generated in the ArcGis software, presented in Figure 9c. With this analysis, the correlation length was found to be 5.38 cm. Thus, the value found for \( L_{\text{cor}} \) is close to that found with the sclerometer, with a difference of approximately 12%.
5 CONCLUSIONS

Based on the results, the following conclusions were inferred:

- When comparing the numerical models, it was possible to observe that when a linear interpolation of the simulated data is performed, the form of the distribution adopted initially is also modified, resulting in an average close to the desired value. However, the CV changes noticeably, as well as the shape of the random distribution. The correlation length obtained from the semivariogram with the ArcGis software using the Gaussian model is close to the simulated value;
- The compressive strength of concrete obtained using the correlation equation [19] with the value of the sclerometric index is close to the value obtained experimentally, showing good consistency of the results;
- The correlation length was not successfully obtained from the analysis of self-compacting concrete with a sclerometer, based on the NBR 7584 standard [13], due to the distance between the measurement points, greater than the material \( L_{\text{cor}} \). When analyzing the points using a 2 cm mesh, the semivariogram shows that the correlation length is in the order of 4.8 cm;
From the semivariogram of the self-compacting concrete macro-indentation analysis it was possible to identify a correlation length of the order of 5.4 cm;
- The correlation lengths (Lcor) measured by both sclerometry and macro indentation are comparable (only 12% difference). It was also possible to identify that the Lcor for this concrete is approximately 5 to 6 times the maximum size of the coarse aggregate (from 4.75 to 5.70 cm; $\phi$ aggregate = 9.5 mm). Finally, we believe that this correlation length for concretes will also be influenced by the mortar content and dimension of the coarse aggregates.

Since the results obtained through macro-indentation and sclerometry are similar, the latter method is more indicated, as it is easy to apply and handle. Still, to obtain more reliable results, we suggest to apply measurements at a distance of maximum 2 cm.
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Human comfort assessment of buildings subjected to nondeterministic wind dynamic loadings

Avaliação do conforto humano de edifícios submetidos a carregamentos dinâmicos não determinísticos de vento

Alan Barilea
Leonardo de Souza Bastosa
José Guilherme Santos da Silva

Abstract A reliable human comfort assessment depends on the correct description of the wind dynamic loads when compared with studies of natural wind. Thus, in this research work an analysis methodology was developed aiming to generate nondeterministic dynamic wind loadings, based on a power spectral density function and coherence function. This way, aiming to test the developed analysis methodology, a forced vibration dynamic analysis was carried out, based on a three-dimensional finite element model developed to represent a real and existing thirty-storey reinforced concrete building, with total height of 90 m, store height equal to 3 m and rectangular dimensions of 21.50 m by 17.30 m. The dynamic structural response of the investigated building was evaluated, the accelerations at the top of the structure were calculated and the human comfort was verified. The results obtained along this research work indicate that the peak accelerations calculated for periods of recurrence equal to 10 years and 1 year, respectively, overpass the recommended limits proposed by the NBR 6123 and ISO 10137.

Keywords: buildings, wind loads, human comfort, structural dynamics.

INTRODUCTION

Currently the construction of tall and slender buildings to meet the demand of population growth and the reduction of free spaces in urban areas has resulted in relevant structural problems related to excessive vibrations and human discomfort caused by the dynamic characteristics of the wind. Because of that, it became imperative to study the...
interaction between wind and tall buildings, in order to improve structural designs avoiding possible future service limit state problems (Barile [1], Bashor [2], Ferrareto [3], Jiurong [4], and Rist [5]).

Although vibrations caused by the wind in most current design situations do not present risks related to the structural collapse, this kind of dynamic action can cause human discomfort. According to occupant surveys and motion simulators, it is well known that people can develop the sensation of tiredness, low motivation, distraction from work activities and low mood, when subject to wind-induced vibrations (Barile [1], Burton [6], Goto [7], Hansen [8], and Lamb [9], [10]).

Generally, design standards consider the wind effect as static loads, calculated from the average speed without considering the components of the fluctuant part that can induce vibrations on the structural system leading to human discomfort. A more realistic analysis can be carried out considering the dynamic characteristics of the wind (Barile [1], Fernández [11], Liu [12], [13], and Shinozuka [14]). This way, the spectral representation method can be used based on wind series generated with the fluctuant part of the wind determined as a sum of a finite number of harmonics with randomly generated phase angles. This methodology uses a power spectrum and a coherence function to calculate the amplitude of each harmonic and maintaining resemblance to the natural wind (Franco [15] and Shinozuka [14], [16]). Thus, the wind series can be used to simulate the wind dynamic loadings and a reliable human comfort assessment can be verified based on the accelerations values (Bastos [17], Chávez [18], Oliveira [19], Santos [20] and Steffen [21]).

Thus, in this investigation an analysis methodology was developed (Barile [1]), based on the work of Shinozuka et al. [14], [16], aiming to generate nondeterministic dynamic wind loads considering the power spectrum of Kaimal and the coherence function of Davenport. Having in mind to test the developed analysis methodology, a finite element model was created based on a real and existing design of a thirty-storey reinforced concrete building, with total height of 90 m, storey height equal to 3 m and rectangular dimensions of 21.50 m by 17.30 m [22]. Finally, the accelerations at the top of the building were calculated and the human comfort was verified. The results obtained along this investigation indicate that the peak accelerations values calculated for periods of recurrence equal to 10 years and 1 year, respectively, overpass the recommended limits proposed by the Brazilian Standard NBR 6123 [23] and also ISO 10137 Standard [24].

2 NONDETERMINISTIC WIND MODEL

The nondeterministic wind load was developed based on the methodology proposed by Shinozuka et al. [14], [16]; where the fluctuant wind parcel is generated from the sum of a finite number of overlapping harmonics with random phase angles, see Equation 2. The amplitude of each harmonic is obtained through the spectral power density for the wind and the spatial correlation between the wind velocities at distant points horizontally and vertically. This way, the development of the present analysis methodology has considered the power spectral density of Kaimal, see Equation 4 and the Davenport’s spatial correlation, see Equation 5.

In this investigation, it was assumed that wind velocity can be divided into a static part and a turbulent part, according to Equation 1, where $V_m$ is the average wind velocity in m/s and $v_f$ is the turbulent part in m/s. The static part is usually obtained using the mean based on an interval of 10 minutes to 1 hour.

$$v(t) = V_m + v_f(t)$$  \hspace{1cm} (1)

The turbulent part was obtained based on the “Spectral Representation Method” (Shinozuka et al. [14], [16]). This method consists of generating wind series as a sum of a finite number of superimposed harmonics with random phase angles where the amplitude are calculated using a function that describes a power spectrum and a coherence function for spatial correlation between different points of the investigated structure, see Equation 2.

$$v_f(t) = \sum_{m=1}^{N_w} \sum_{k=1}^{N_p} H_{mn}(\omega_k) \sqrt{\Delta \omega} \cos(\omega t + \phi_k), j = 1, 2, 3 \ldots N_p$$  \hspace{1cm} (2)

With reference to Equation 2, $N_p$ is the number of points of the structure used to apply the wind load, $N_\omega$ is the number of frequencies used to represent the spectrum, $\Delta \omega$ is the frequency increment, $\omega$ is the frequency in rad/s, $\phi$ is a random phase angles evenly distributed in the interval (0-2\pi). In Equation 2 the H matrix represents the lower part of the cross-spectral density matrix $S(\omega)$ [$S(\omega) = H(\omega) * H^T(\omega)$]. On the other hand, in Equation 3, S represents the spectral density and $\gamma$ is the coherence function.

$$S_{jk}(\omega) = \sqrt{S_j(\omega)S_k(\omega)\gamma_{jk}(\omega)}, j, k = 1, 2, 3, \ldots, N_p, j \neq k$$  \hspace{1cm} (3)
In this research work, the mathematical equation proposed by Kaimal was selected to model the power spectral density of the turbulent part of wind longitudinal velocity at different heights of the building, according to Equation 4.

\[ S(\omega) = \frac{2\pi u^*}{\omega} \frac{200n}{(1 + 50n)^{1/2}} \omega^{5/2} \]

(4)

With reference to Equation 4, \( z \) is the height, in meters; \( f \) is the frequency, in Hz; \( u^* \) is the shear rate of the fluid, in m/s; and \( V_m(z) \) is the average wind velocity at height \( z \), in m/s. The coherence function proposed by Davenport was selected to correlate the floating part of the wind at two different points in the space in the coordinates, \((z_1, y_1)\) and \((z_2, y_2)\), according to Equation 5.

\[ \text{Coh}(r, n) = e^{-f} \frac{\pi}{2} \left( \frac{V(z_1) + V(z_2)}{\Delta z} \right) \]

(5)

According to Equation 5, \( n_k \) is the frequency in Hz, \( V(z_1) \) and \( V(z_2) \) are the average wind velocities for heights \( z_1 \) and \( z_2 \) respectively, in m/s; \( \Delta z \) and \( \Delta y \) are, respectively, the differences between \( z_1 \) and \( z_2 \) and between \( y_1 \) and \( y_2 \), and \( C_y \) and \( C_z \) are constants which can be used with the value of 10 and 7, respectively. The wind load for each building section (nodes in the FEM), considered in this analysis is obtained using the equation suggested by the Brazilian standard, see Equation 6.

\[ F_j(t) = 0.613v_j^2C_aK_{aj}1, 2, 3, \ldots, N_p \]

(6)

In Equation 6, \( v \) represents the calculated velocity for the building structural section (node in the FEM), using the developed analysis, see Equations 15; \( C_a \) is a coefficient determined by the design standard NBR 6123 [23] and \( A_{ef} \) is the effective area, considered for the node in the building FEM.

It is important to emphasize that the time increment for the resulting signal must be less than twice the maximum frequency adopted to avoid the aliasing phenomenon according to the sampling theorem. Thus, the wind dynamic force applied to the structure is obtained through Equation 6.

Considering the nondeterministic characteristics of the natural wind, the final structural response is obtained through the Monte Carlo Method, where a finite number of analyses are required aiming to obtain the structural response that meets the probabilistic criterion, defined by the structural engineer, based on a statistical analysis. The number of analyses depends on the convergence criterion to obtain the structural response.

In sequence, the power spectrum and the spatial correlation are shown in Figures 1 and 2 for the generated wind velocity signal with duration of 600 seconds, based on the developed analysis methodology. Based on the results presented in Figures 1 and 2, it is possible to see the similarity with the functions used by Kaimal and Davenport.

Figure 1. Typical power spectral density of the wind velocity generated for a given position of the structure.
Examples of wind velocities can be seen in Figures 3 and 4, considering three different positions of the structure. It is possible to see that for near, vertical or horizontal distances, the signals present similar characteristics as studied by data obtained from the natural wind and described by the Davenport’s correlation function.

3 INVESTIGATED STRUCTURAL MODEL

The investigated building in this research has plant dimensions of 21.50 m by 17.30 m, presents 30 floors, with a height of 3.0 m, total height 90 m, as shown in Figure 5. The structure, made of reinforced concrete, consists of massive concrete slabs with a thickness equal to 18 cm, girders with sections 30x60 cm and columns with sections 30x80 cm in their majority. The structural model does not have girders dividing the internal spans of the slabs, but even so, the periphery beams together with the columns can compose structural frames that contributes to the bracing of the building (Bastos [22]), as illustrated in Figures 5 and 6.
The structural concrete used has compression strength ($f_{ck}$) of 45 MPa, Young’s modulus ($E_{cs}$) of 34 GPa, a Poisson’s coefficient ($\nu$) equal to 0.2 and density ($\gamma_c$) of 25 kN/m$^3$. Usual design and permanent loads (1.0 kN/m$^2$) and accidental (1.5 kN/m$^2$) loads were added to the slabs of all floors. The total weight of masonry was distributed evenly over the slabs (2.8 kN/m$^2$).

4 FINITE ELEMENT MODELLING OF THE BUILDING

The proposed numerical model, developed for the reinforced concrete building dynamic analysis, adopted the usual mesh refinement techniques present in finite element method simulations implemented in the ANSYS program (ANSYS, 2009). In this model, the reinforced concrete girders and columns were represented by three-dimensional BEAM44 finite elements, where the effects of bending and torsion are considered. The uniaxial finite element BEAM44 is composed of two nodes and each node with six degrees of freedom (translations and rotations in X, Y and Z directions). The advantage of this element is the possibility of allowing its nodes to be spaced from the centroid axis of the beams, since the slab and the beam are not positioned on the same axis. This eccentricity is considered in the
modelling, because affects the values of the building natural frequencies. On the other hand, the concrete slabs were represented based the SHELL63 finite elements. Four nodes and each node with six degrees of freedom (translations and rotations in X, Y and Z directions) define the shell finite element SHELL63.

The developed numerical model presents an appropriate degree of refinement, aiming to a good representation of the dynamic structural behaviour of the building, see Figure 7. Table 1 presents the characteristics of the numerical model (nodes, elements and degrees of freedom). The support conditions were assumed as a pin-joint, considering that all the building supports were restricted to vertical and horizontal translational and free for rotational displacements.

Table 1 Characteristics of the developed building finite element model.

<table>
<thead>
<tr>
<th></th>
<th>FEM of the Building</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Nodes</td>
<td>232552</td>
</tr>
<tr>
<td>Number of Elements</td>
<td>245880</td>
</tr>
<tr>
<td>Number of Degrees of Freedoms (DOF)</td>
<td>1395246</td>
</tr>
</tbody>
</table>

5 NATURAL FREQUENCIES AND VIBRATION MODES OF THE BUILDING

The natural frequencies (eigenvalues) and the vibration modes (eigenvectors) of the structure were obtained based on numerical methods of extraction (modal analysis), through a free vibration analysis and using the ANSYS (2009) computational program. The first four vibration modes of the analysed building are shown in Figure 8. The fundamental frequency of 0.25 Hz \( (f_{01} = 0.25 \text{ Hz}) \), obtained through the modal analysis shows the need for dynamic analysis of the building since, as can be seen from the power spectrum presented in Figure 1, the largest transfer of wind energy is concentrated in the region of low frequencies. In order to study the situation that will cause the higher displacements and accelerations, the Z-direction (see Figure 8) was chosen to apply the non-deterministic wind loadings on the structure, since the lowest structural frequency corresponds to the bending around the X axis (see Figure 8).
6 NONDETERMINISTIC DYNAMIC ANALYSIS

Based on the use of the finite element program ANSYS (2009), forced vibration dynamic analyses were performed on the investigated structural model. In addition to the usual vertical design loads, the nondeterministic wind action was applied on the largest façade of the building [Z-direction, see Figure 7]. The basic wind speed was determined considering, initially, a time of recurrence of 10 years (NBR 6123 [23]), and after that a period of recurrence equal to 1 year was considered (ISO 10137 [24]). The results of the dynamic analyses were obtained at the top of the building (h = 90 m), when the maximum horizontal translational displacements were analysed, and at the floor of the last building store (h = 87 m), when the maximum accelerations were investigated.

Since the wind dynamic actions considered in this research work have nondeterministic characteristics, it is not possible to predict the response of the structure at a certain instant of time. Thus, a reliable response can be achieved through appropriate statistical treatment, based on the use of Equation 7. This way, considering that the dynamic structural response presents a normal distribution, and based on the calculation of the mean (m) and also the standard deviation (σ), it is possible to obtain the characteristic value ($U_{95\%}$) that corresponds to a reliability of 95%, meaning that only 5% of the sampled values will exceed this value [9].

$$U_{95\%} = 1.65\sigma + m$$  

(7)

In this research work, aiming to attend the period of recurrence of the design standards traditionally used for the human comfort assessment (NBR 6123 [23], ISO 10137 [24]), two wind loading scenarios were considered. The first one with a period of recurrence equal to 10 years, adopted by NBR 6123 [23], and the second considering 1 year of recurrence, according to ISO 10137 [24]. For each scenario, 30 nondeterministic wind series were generated to investigate the dynamic structural behaviour of the analysed building.

The parameters used to generate the wind series are shown in Table 2 Parameters used to generate the nondeterministic wind series. Based on the NBR 6123 [23] recommendations, the basic wind velocity represents the wind for the city of Rio de Janeiro that occurs at least one time in 50 years, with duration of 3 seconds, and the category II is related to open lands in level with few isolated obstacles. The topographic factor $S_1$ equal to 1 corresponds to a situation of flat terrain that is weakly uneven. The category is used to determine the parameters for the calculation of the factor $S_2$ that indicates the variation of the velocity according to the height and roughness of the terrain. The probabilistic factor $S_3$, was obtained in order to satisfy the period of recurrence of 10 years proposed by NBR 6123 [23], and also considering a period of recurrence equal to 1 year, according to ISO 10137 [24]. In both situations, a probability of occurrence equal to 63% is considered. The time duration of 10 minutes (600 seconds) is usually adopted to study wind effects in structures.
Table 2 Parameters used to generate the nondeterministic wind series.

<table>
<thead>
<tr>
<th>Design Parameters</th>
<th>Recommended Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind Basic Velocity ($V_0$)</td>
<td>35 m/s</td>
</tr>
<tr>
<td>Terrain Category</td>
<td>II</td>
</tr>
<tr>
<td>Topographic Factor ($S_1$)</td>
<td>1</td>
</tr>
<tr>
<td>Parameters for Roughness Factor ($S_2$)</td>
<td>$b = 1$ and $p = 0.15$</td>
</tr>
<tr>
<td>Probability Factor ($S_3$)</td>
<td>0.76 (10 years) and 0.53 (1 year)</td>
</tr>
<tr>
<td>Time Duration</td>
<td>600 seconds</td>
</tr>
<tr>
<td>Time Increment</td>
<td>0.03 seconds</td>
</tr>
</tbody>
</table>

Figures 9 and 10 present a typical example of the wind dynamic force in the time and frequency domain, respectively. It is relevant to observe through the generated wind nondeterministic characteristic, the range of excitation frequencies that represent the harmonics of the signal. It must be emphasized that the fundamental frequency, related to the first vibration mode of the structure (bending around X-axis, see Figure 8), responsible for the higher energy transfer peak of the system in the dynamic analysis was represented in the signal.

![Figure 9](image1.png)

**Figure 9.** Typical example of nondeterministic wind loading in the time domain (period of recurrence of 10 years).

![Figure 10](image2.png)

**Figure 10.** Typical example of nondeterministic wind loading in the frequency domain (period of recurrence of 10 years).

The dynamic structural behaviour of the building over time, when the structure is subjected to non-deterministic wind loadings, can be observed with greater clarity in the next Figures 11 to 13. Figure 11 shows a typical example of the translational horizontal displacements at the top of the structure, over 10 minutes, where it is possible to verify that the maximum horizontal translational displacement value is below the recommended limit proposed by the Brazilian Standard NBR 6118 [25]. In sequence, a typical example of the acceleration result can be seen in Figure 12, attempting to the fact that the maximum acceleration value exceeded the limit proposed by NBR 6123 [23], which would lead to the modification of the structural design, aiming to attend human comfort. After that, Figure 13 illustrates the accelerations in frequency domain, obtained through the Fast Fourier Transform (FFT). It is possible to verify that the main energy transfer peak (greater amplitude of displacement) is associated to resonance related to the building fundamental frequency (first natural frequency: $f_{01} = 0.25$ Hz), corresponding to the first vibration mode (bending around the X-axis, see Figure 8).
As far as the convergence of the numerical results is concerned, Figure 14 illustrates the characteristic horizontal translational displacements ($U_{95\%}$) at the top of the reinforced concrete building (see Figures 5 and 7), calculated gradually over the results of each series, pointing out to the importance of applying an adequate number of nondeterministic wind series in order to obtain a consistent result.

In sequence of the investigation, having in mind a quantitative analysis of the results, Table 3 presents the maximum translational horizontal displacements and accelerations, respectively, calculated at the top of the building ($h = 90m$) and at the last floor ($h = 87 m$), see Figures 5 and 7, considering each nondeterministic wind series applied on the investigated building, and also the mean values ($\mu$), standard deviation ($\sigma$) and characteristics values calculated based on the generated 30 series for each investigated scenario [see Equations 1–6].
Figure 14. Convergence of the characteristic displacements values considering a period of recurrence equal to 10 years and 1 year.

Table 3 Dynamic structural response of the investigated building: maximum displacements and peak accelerations values.

<table>
<thead>
<tr>
<th>Nondeterministic Loading Series</th>
<th>Time of recurrence: 10 years</th>
<th>Time of recurrence: 1 year</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Displacements $U_z$ (cm)</td>
<td>Accelerations $a_p$ (m/s²)</td>
</tr>
<tr>
<td>1</td>
<td>12.13</td>
<td>0.22</td>
</tr>
<tr>
<td>2</td>
<td>13.93</td>
<td>0.22</td>
</tr>
<tr>
<td>3</td>
<td>13.44</td>
<td>0.21</td>
</tr>
<tr>
<td>4</td>
<td>14.99</td>
<td>0.22</td>
</tr>
<tr>
<td>5</td>
<td>10.10</td>
<td>0.13</td>
</tr>
<tr>
<td>6</td>
<td>12.03</td>
<td>0.16</td>
</tr>
<tr>
<td>7</td>
<td>11.25</td>
<td>0.15</td>
</tr>
<tr>
<td>8</td>
<td>11.71</td>
<td>0.16</td>
</tr>
<tr>
<td>9</td>
<td>13.42</td>
<td>0.19</td>
</tr>
<tr>
<td>10</td>
<td>13.13</td>
<td>0.14</td>
</tr>
<tr>
<td>11</td>
<td>13.83</td>
<td>0.16</td>
</tr>
<tr>
<td>12</td>
<td>13.73</td>
<td>0.20</td>
</tr>
<tr>
<td>13</td>
<td>20.44</td>
<td>0.29</td>
</tr>
<tr>
<td>14</td>
<td>11.78</td>
<td>0.19</td>
</tr>
<tr>
<td>15</td>
<td>12.37</td>
<td>0.17</td>
</tr>
<tr>
<td>16</td>
<td>11.99</td>
<td>0.16</td>
</tr>
<tr>
<td>17</td>
<td>13.81</td>
<td>0.19</td>
</tr>
<tr>
<td>18</td>
<td>13.84</td>
<td>0.20</td>
</tr>
<tr>
<td>19</td>
<td>12.67</td>
<td>0.22</td>
</tr>
<tr>
<td>20</td>
<td>11.32</td>
<td>0.13</td>
</tr>
<tr>
<td>21</td>
<td>14.02</td>
<td>0.18</td>
</tr>
<tr>
<td>22</td>
<td>14.02</td>
<td>0.14</td>
</tr>
<tr>
<td>23</td>
<td>15.37</td>
<td>0.24</td>
</tr>
<tr>
<td>24</td>
<td>13.01</td>
<td>0.15</td>
</tr>
<tr>
<td>25</td>
<td>12.34</td>
<td>0.15</td>
</tr>
<tr>
<td>26</td>
<td>13.43</td>
<td>0.25</td>
</tr>
<tr>
<td>27</td>
<td>10.38</td>
<td>0.15</td>
</tr>
<tr>
<td>28</td>
<td>12.77</td>
<td>0.21</td>
</tr>
<tr>
<td>29</td>
<td>11.64</td>
<td>0.17</td>
</tr>
<tr>
<td>30</td>
<td>12.93</td>
<td>0.19</td>
</tr>
<tr>
<td>Mean (m)</td>
<td>13.06</td>
<td>0.18</td>
</tr>
<tr>
<td>Standard Deviation ($\sigma$)</td>
<td>1.80</td>
<td>0.04</td>
</tr>
<tr>
<td>$U_{lim}$</td>
<td>16.04</td>
<td>0.25</td>
</tr>
</tbody>
</table>

The human comfort criteria can be verified using the peak accelerations values of the nondeterministic signals, see Table 3. The results show peak accelerations (mean maximum values), equal to 0.25 m/s² (time of recurrence: 10 years; NBR 6123 [23]), and 0.10 m/s² (time of recurrence: 1 year; ISO 10137 [24]), respectively, see Table 3. It must be emphasized that these values overpass the recommended limits proposed by the Brazilian Standard NBR 6123 [23] ($a_p = 0.25$ m/s² > $a_{lim} = 0.10$ m/s²), and ISO 10137 [24] Standard ($a_p = 0.10$ m/s² > $a_{lim} = 0.075$ m/s²), when the building dynamic structural response was considered.
In sequence of the analysis, Figure 15 presents the maximum displacements values [top of the building: h = 90m, see Figures 5 to 7], obtained for each nondeterministic wind series considering, respectively, a period of recurrence equal to 10 years (NBR 6123 [23]) and 1 year (ISO 10137 [24]). It is possible to verify that most of these displacements attend the limit proposed by the standard NBR 6118 [25].

![Figure 15](image1.png)

**Figure 15.** Maximum translational horizontal displacements obtained for each nondeterministic wind series based on a period of recurrence equal to 10 years and 1 year.

Considering the peak accelerations [last floor: h = 87 m, see Figures 5 to 7], Figure 16 clearly shows that these accelerations values are far above the limit of 0.10 m/s² (time of recurrence: 10 years), proposed by NBR 6123 [23]. On the other hand, having in mind the limit of 0.075 m/s² (period of recurrence: 1 year), obtained according to ISO 10137 [24], in many situations this recommended limit was also surpassed. This way, it can be concluded, having in mind the investigated building with fundamental frequency of 0.25 Hz (f₀₁ = 0.25 Hz), that most of the peak accelerations violate the recommended limits for human comfort assessment.

![Figure 16](image2.png)

**Figure 16.** Maximum accelerations values obtained for each nondeterministic wind series considering a period of recurrence of 10 years and 1 year.

7 CONCLUSIONS

This investigation presents the results of a forced vibration dynamic analysis carried out based on a three-dimensional finite element model developed to represent a real and existing residential building (H=90 m), when subjected to non-deterministic wind loads. The turbulent wind velocity was calculated through the summation of a finite number of superimposed harmonics.
with random phase angles and the amplitude of each harmonic was determined using a power spectral density function. The human comfort assessment of the building was performed, based on comparisons between the peak accelerations and the recommended limits proposed by the Brazilian Standard NBR 6123 [23] and also ISO 10137 Standard [24].

It can be seen that the power spectrum of the wind velocity is in good agreement with the formula proposed by Kaimal, indicating that the developed analysis methodology leads to a velocity signal close to the natural wind velocity. On the other hand, using the wind velocities of two different points on the structure it was possible to obtain the coherence between their velocities indicating a good agreement with the coherence formula proposed by Davenport.

Based on the results of the modal analysis, the value of 0.25 Hz ($f_{01} = 0.25$ Hz) was obtained for the fundamental frequency of the structure which, according to the Brazilian design standard NBR 6123 [23], makes the forced vibration analysis necessary.

Displacements and accelerations result values show that although the displacement values are within the limit proposed by the standard NBR 6118 [25], the peak accelerations values surpass the proposed limits of 0.10 m/s$^2$ ($a_p = 0.25$ m/s$^2 > a_{lim} = 0.10$ m/s$^2$; NBR 6123 [23]: period of recurrence of 10 years) and 0.075 m/s$^2$ ($a_p = 0.10$ m/s$^2 > a_{lim} = 0.075$ m/s$^2$; ISO 10137 [24]: period of recurrence of 1 year), emphasizing the relevance of the human comfort assessment of tall buildings.

Finally, the authors would like to emphasize the need to continue the research, based on the evaluation of the soil-structure interaction effect and also the masonry infills influence on the dynamic response of the structural model, aiming to contribute with a more realistic assessment of the dynamic structural behaviour and human comfort evaluation of tall buildings.
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Evaluation of external sulfate attack (Na₂SO₄ and MgSO₄): Portland cement mortars containing siliceous supplementary cementitious materials

Diego Jesus de Souza
Marcelo Henrique Farias de Medeiros
Juarez Hoppe Filho

Abstract: Sulfate attack is a term used to describe a series of chemical reactions between sulfate ions and hydrated compounds of the hardened cement paste. The present study aims to evaluate the physical (linear expansion, flexural and compressive strength) and mineralogical properties (X-ray diffraction) of three different mortar compositions (Portland Cement CPV-ARI containing silica fume and rice husk ash, in both cases with 10% replacement of the cement by weight) against sodium and magnesium sulfate attack (concentration of SO₄²⁻ equal to 0.7 molar). The data collected indicate that the replacing the cement by the two siliceous supplementary cementitious materials (SCMs) generate similar results, both SCMs were able to mitigate the effects of the sodium sulfate attack in both physical and chemical characteristics, however, both materials increase the deterioration (i.e. compressive strength) when exposed to MgSO₄ solution.

Keywords: durability, sulfate attack, sodium sulfate, magnesium sulfate.


1 INTRODUCTION

The deterioration of concrete due to sulfate attack is a complex process that has been widely investigated over several decades. Various damage mechanisms including expansion, cracking, spalling, and loss of strength can manifest in concrete exposed sulfate attack. Sulfate attack is a term used to describe a series of chemical reactions between sulfate ions and hydrated compounds of the hardened cement paste [1], [2]. The complex set
of reactions occurs between sulfate ions $\text{SO}_4^{2-}$ (coming from the external environment or released by the cement paste after high heating) and the hydrated Portland cement products, such as portlandite $\text{[Ca(OH)}_2\text{]}$, calcium monosulphoaluminate hydrate (AFm) present in the cement paste [1], [3], [4]. The interaction between $\text{SO}_4^{2-}$ ions and hydrated Portland cement products, such as calcium hydroxide, to form gypsum; and, with aluminates, to form ettringite, which can increase the volume in about 1.2 to 2.2 times more than the initial products. Moreover, causing internal stresses in the bulk cement paste, which can form crack resulting in distress of the hydrated cement matrix [2], [5], [6].

An important aspect in studies related to external sulfate attack (ESA) is regarding to the associated cation to $\text{SO}_4^{2-}$ (i.e., Na$^+$, K$^+$, Mg$^{2+}$, Ca$^{2+}$, etc.) since the physical and chemical behaviour of the matter depends on the way in which the atoms interact, all the components in pores solution should be considered in the reaction, some of them can act as a catalyst or actively on the damage [3]–[6]. Several studies indicate that MgSO$_4$ solutions are more aggressive than Na$_2$SO$_4$ at the same concentration level [1], [3], [4], [7]–[12]. In sodium sulfate solution the main reaction is between $\text{SO}_4^{2-}$ ions and Ca(OH)$_2$, forming gypsum, and then between gypsum and calcium monosulphoaluminate hydrate (AFm) to form secondary ettringite [3], [4], [8], [13], [14]. Magnesium sulfate solutions, besides the formation of gypsum and ettringite, also develop brucite [Mg(OH)$_2$] (from the reaction between Mg$^{2+}$ and Portlandite) and Magnesium Silicate Hydrate (MSH) due to the decalcification of the C-S-H. MSH has negligible binding capacity and no cementitious properties [9], [12], [15].

The technical importance binder composition with supplementary cementitious materials (SCMs) derives mainly from three aspects: first, the reaction is slow, therefore, the release of heat due to the hydration reactions is also slow. Second, the reactions caused by these materials consume calcium hydroxide, rather than producing them, contributing to the paste resistance to aggressive sulfate solutions. Third, the interaction between amorphous silica, portlandite and water present in the concrete pores leads to the formation of C-S-H [16]–[18].

Siliceous pozzolans, such as Silica Fume (SF) and Rice Husk Ash (RHA), etc. consists nearly exclusively of SiO$_2$ of fine particle size and a relatively high pozzolanic activity. These materials, especially SF, are widely used to improve the compressive strength, abrasion resistance and durability of concrete [17], [19]–[21]. Besides of these advantages, SF presents some disadvantages, such as cost, may largely increase the drying shrinkage (by self-desiccation and also autogenous shrinkage) and cracking if curing conditions are improper [17], [21]. Although SF improves the rheology of concrete, the high specific surface area of its particles results in an increased water demand. RHA has a similar behaviour in concrete, when compared with SF, according to the literature [22]–[24]. However, RHA can show higher specific surface area due to multilaterated, angular, microporous surface and honeycombed structure [25]. However, depending of the amount of carbon on composition of RHA, some particle are able to present some hydrophilic behaviour leading to lack of available water for cement hydration reaction increasing rheological properties of the concrete [25].

As chemical effect on cement hydration, blending of PC higher than 20 wt.% siliceous pozzolans can resulted after longer hydration times in the entire consumption of portlandite with ettringite and C–S–H with a reduced Ca/Si ratio as the only hydrate phase observed [26], [27]. In other words, the use of these materials as cement replacement are beneficial to reduce the sulfate attack [28], [29]. SF as part of the composition of the binder have shown very good results regarding sodium sulfate attack, SF can reduces the penetration rate of sulfate ions, as well as decrease the formation of gypsum and ettringite [30]–[33], however, when exposed to magnesium sulfate solutions the decalcification of C-S-H are more intense, resulting in a loss in strength also higher [11], [29]. This behaviour became even worse when the amount of SF is higher in the composition of the binder, showing losses in strength up to 50% [28].

Some studies [9], [34], [35] have evaluated the resistance to sulfate attack of mortar bars containing the rice husk ash, and, as SF, the durability of the mortars exposed to the Na$_2$SO$_4$ solutions was increased, reducing the expansion to very low levels and also, reducing the loss on compressive strength. Which means that RHA has high durability against sodium sulfate attack. For exposure to the MgSO$_4$ solution, RHA also had positive effects on expansion, however, evaluating strength loss, RHA was harmful as the replacement content increased.

The present paper is the third part of a research project to evaluate the sulfate attack on the physical-chemical properties of Portland cement composites, developed at the Federal University of Paraná (Figure 1). Part one and two can be seen in Souza et al. [36] and [37].
2 RESEARCH SIGNIFICANCE

The use of different types of siliceous SCMs with different chemical compositions could also produce different concrete behaviours when exposed to different sulfate salts, affecting cement paste properties differently, which require different remedial actions and mix design depending on the exposure conditions. The present study aims to evaluate the performance of physical and mineralogical properties of three different mortar compositions (PC, with silica fume and rice husk ash) exposed to sodium and magnesium sulfate attack. The approach of the problem will involve the manipulation of two independent variables, the type of binder material used and the aggressive solution of exposure of the mortars.

3 MATERIALS AND METHODS

In order to detect the influence of the cement type on sulfate attack damage degree, the present research has as a main concern, the evaluation of the interference of the sulfate ions in the physical properties intrinsic to the proposed objective.

3.1 Materials

Portland cement with high early age strength CPV - ARI (PC) was used as a control group and replaced partially (10% by weight) by the silica fume and rice husk ash.

The PC alone has no influence of any supplementary cementitious materials (SCM) or even addition of fillers (just clinker + gypsum) on the reference system to be evaluated; however, should be mentioned that the PC has just a small amount of carbonaceous material as allowed by Brazilian’s standards (maximum of 10%, according to ABNT NBR 16697 [38]). The Portland cement was characterized by performing loss on ignition; specific gravity and BET tests. Chemical analyses were also performed, using X-ray Fluorescence; and, particle size distribution was measured using laser diffraction in a measurement range of 0.04-500 μm. Table 1 shows the chemical, mineralogical and physical composition of the PC according to the results obtained from the X-ray fluorescence and the physical characteristics of the cement.

Figure 1: Division of the research project to evaluate sulfate attack on the properties of Portland cement mortars.
Table 1: Chemical composition of the cement

<table>
<thead>
<tr>
<th>Chemical Composition (%)</th>
<th>Clinker Composition (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CaO</td>
<td>60.97</td>
</tr>
<tr>
<td>SiO₂</td>
<td>18.77</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>4.36</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>2.93</td>
</tr>
<tr>
<td>MgO</td>
<td>3.50</td>
</tr>
<tr>
<td>Na₂Oeq</td>
<td>0.68</td>
</tr>
<tr>
<td>Free Lime</td>
<td>0.90</td>
</tr>
<tr>
<td>Insoluble Res.</td>
<td>0.77</td>
</tr>
<tr>
<td>Loss on Ignition</td>
<td>3.55</td>
</tr>
<tr>
<td>Clinker Composition (%)</td>
<td>Physical Properties</td>
</tr>
<tr>
<td>CaS</td>
<td>52.00</td>
</tr>
<tr>
<td>C₃S</td>
<td>14.60</td>
</tr>
<tr>
<td>C₃A</td>
<td>6.60</td>
</tr>
<tr>
<td>C₄AF</td>
<td>8.91</td>
</tr>
<tr>
<td>Gypsum</td>
<td>6.71</td>
</tr>
<tr>
<td>CaCO₃</td>
<td>4.9</td>
</tr>
</tbody>
</table>

In this study, two different types of siliceous SCMs were selected, silica fume (SF) and rice husk ash (RHA). Both materials were characterized for loss on ignition, specific gravity, BET and particle size distribution. The mineralogical properties of the SCMs were also characterized using XRD tests. The analysis was performed from 5° to 75° 2θ, with an angular pitch of 0.02° 2θ and time per step of 1 second. It was used copper anode tube, 40 kV / 30 mA and divergent slit of 1°. Minerals were identified by comparison with the standards of the International Centre for Diffraction Data, ICDD. Finally, the chemical characterization of the samples was performed using X-Ray Fluorescence (XRF) method.

The fine aggregate used for the design of the mortar bars was natural quartz sand with SiO₂ content of 96% and free of contaminants, which means that it is negligible the chemical influence of this material on final results. Finally, the fine aggregate was sieved, and the particle size distribution was fixed as 25% of the total mass of sand between each of the following ranges 0.15-0.30 mm, 0.30-0.60 mm, 0.6-1.2 mm and 1.2-2.4 mm.

3.2 Methods to evaluate sulfate attack

In this section will present the procedures used to evaluate the sulfate attack in different prismatic mortars bars, such as preparing procedure of the samples; solutions; conditions of exposure; length variation test and compressive strength test.

a) Preparing of the sample for mortar bar tests

The degree of sulfate attack on mortars was analyzed in general by two main groups samples:

- Group 1: composed of 36 specimens measuring 25 mm x 25 mm x 285 mm (to evaluate induced expansion), divided into 3 different mix-designs (PC, PC + SF and PC + RHA) and 3 final exposure solutions: Control (water + calcium hydroxide), Na₂SO₄ and MgSO₄ solutions;
- Group 2: composed of 108 specimens with dimensions of 40 mm x 40 mm x 160 mm (to evaluate compressive and flexural tensile strength) and divided into 3 compositions and 3 final exposure solutions.

The mortars bars were designed based on Brazilian standard ABNT NBR 13.583/2014 with binder-to-sand ratio of 1.0/3.2, by mass, and water to binder ratio of 0.60 [39]. After casting and moulding, all bars were subject to 48 h in the mold in moist cabinet, later the samples were cured for 12 days in lime water at 23±2 °C before, finally, immersed in sulfate solutions at 40 °C, in accordance with ABNT NBR 13.853/2014, for a period of 140 days [40].

b) Exposure solutions

The concentration of anhydrous sodium sulfate, in accordance with ABNT NBR 13.853/2014, was 100 g of Na₂SO₄/L of solution (0.704 mol/L); which means that the concentration of SO₄²⁻ (also 0.704 mol/L) can be defined as 67,630 ppm (67.63 g/L). Fixing the total amount of sulfate ions, the magnesium sulfate solution was prepared as 0.704 mol/L as well, (84.74 g of MgSO₄/L of solution). Finally, the solution volume-to-samples volume ratio was fixed as 4.0/1.0 [13], [14], [36], [41], along the whole exposure period.
c) Length variation

The evaluation of the induced expansion followed NBR 13.583/2014, after the first and second curing procedures (48 h and 12 days, respectively), the samples had their initial lengths measured just before the exposure to the final solutions.

The measurements were performed after 2, 4, 6, 8, 10, 15 and 20 weeks of exposure. For this purpose, the samples were placed at the micrometre, always with the same face upwards, and the measurements were taken always referring to the smaller length indication identified by the apparatus after 360° rotation of the bar. The individual expansion or shrinkage of the samples are given by the difference between the value measured at the corresponding exposure time and the initial reading minus the difference of the same group of samples exposed to the lime-water solution, divided by its initial length and multiplied by 100.

d) Compressive and flexural tensile strength.

The tests of flexural tensile and compression strength were made at times of exposure of 0; 2; 6; 10; and, 20 weeks. ABNT NBR 13.279 recommendations were followed, and the tests were carried out in an equipment with a load capacity of 100 kN, and the tensile strength tests were performed in the bars before the compression.

For the flexural tensile strength test the load application rate was 50 ± 10 N/sec until failure, thus, the strength was calculated according to ABNT NBR 13.279 [42].

In compressive strength test, 6 specimens were obtained after tensile tests of 3 samples and the load application rate was 505 ± 5 N/sec until failure, thus, the strength was calculated.

4 RESULTS AND DISCUSSIONS

4.1 Physical and chemical characterization of the silica fume and rice husk ash

Table 2 reports the chemical compositions measured by XRF and the results of BET specific surface area, LOI and the specific gravity of the mineral additions.

<table>
<thead>
<tr>
<th></th>
<th>Silica Fume</th>
<th>Rice Husk Ash</th>
</tr>
</thead>
<tbody>
<tr>
<td>CaO</td>
<td>0.19</td>
<td>0.43</td>
</tr>
<tr>
<td>SiO₂</td>
<td>92.35</td>
<td>88.47</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>2.21</td>
<td>2.72</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>MgO</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SO₃</td>
<td>1.52</td>
<td>1.55</td>
</tr>
<tr>
<td>K₂O</td>
<td>0.94</td>
<td>1.46</td>
</tr>
<tr>
<td>Insoluble Residue</td>
<td>0.04</td>
<td>0.49</td>
</tr>
<tr>
<td>Loss on Ignition</td>
<td>2.7</td>
<td>4.84</td>
</tr>
<tr>
<td>BET (m²/g)</td>
<td>20.24</td>
<td>14.69</td>
</tr>
<tr>
<td>Specific Gravity</td>
<td>2.18</td>
<td>2.12</td>
</tr>
</tbody>
</table>

Both SCMs have higher surface specific area and lower specific gravity than PC, the surface specific area of the SF is 18.9 times higher than the cement and the RHA, 13.7 times. In general, the SF and RHA have very similar chemical composition, the major differences between the SCMs are the total amount of SiO₂, 4% bigger in the SF samples, for the RHA the content of K₂O and Loss on Ignition (LOI) are higher in comparison with SF. Both values can be explained by the fabrication processes of the rice and RHA, the soil treatment to enhance quality and rice production can it be the major indicator that increases the potassium content. On the other hand, the burning process during RHA fabrication can induce to high contamination of carbon in the RHA. An example of that is the differences in the coloration of the sample before and after the LOI test, correlated to the loss of CO₂, as indicated in Figure 2.
The XRD patterns of the SF and RHA, respectively, are shown in Figure 3. As indicated, silica fume has distinguishing amorphous halo, characteristic of its high pozzolanic reactivity, with almost any crystallinity. Moreover, RHA also presented partial amorphous minerals, the patterns resulting from the X-ray diffraction indicates crystallinity of its predominant phase, cristobalite. The distinguished molecular amorphous arrangement of the SF, indicating almost any crystallinity, in summation with the considerably higher specific surface area and lower particle size distribution (Figure 4) than the RHA, suggest that this material also present higher pozzolanic reactivity [13], [14], [36], [43].

![Figure 2: RHA samples before and after loss on ignition test](image1)

![Figure 3: X-ray diffractograms of the silica fume and rice husk ash.](image2)

![Figure 4: Particle size distribution of the CPV - ARI, silica fume and rice husk ash](image3)
In Figure 4, the particle size distributions of the cement and the SCMs are presented. The RHA has \( D_{50} \) equal to 8 \( \mu \)m, higher than the cement average, around 6 \( \mu \)m. However, SF showed an average particle size of 0.12 \( \mu \)m (52 times smaller than Portland cement). Indicating that the SF can also influence, significantly, the nucleation and hydration of the cement particles, changing the hydration kinetics of the cement [44]–[46].

### 4.2 Length variation analysis

The results of the analysis of length variation of the samples over the 20 weeks of exposure (140 days) in both aggressive solutions are presented in Figure 5.

![Figure 5: Expansion of the mortar bars ARI, SF and RHA exposed to solutions of \( \text{Na}_2\text{SO}_4 \) and \( \text{MgSO}_4 \) (0.7 mol/L) for 42 and 140 days (6 and 20 weeks).](image)

It should be noted that NBR 13.583 does not specify a value to which a composition can be considered resistant or not to sulfate attack since it is only a comparative analysis. However, according to Marciano [47], compositions with expansion equal to or less than 0.030% at the 42 days of exposure (6 weeks) may be considered resistant to sodium sulfate. However, considering that \( \text{SO}_4^{2-} \) content in solution was kept constant at 0.704 M, it was observed that all groups of samples had expansion higher than 0.03% when exposed to \( \text{MgSO}_4 \), on the other hand, at sodium sulfate solution both siliceous SCMs had induced expansion lower than the maximum determined by Marciano [47], leading to conclude that, at least for short periods of exposure, both supplementary cementitious materials are the best options for both \( \text{Na}_2\text{SO}_4 \) and \( \text{MgSO}_4 \) exposure.

The comparative analysis between the averages results, Tukey's test, for 6 weeks of exposure, can be seen in Figure 6. Due to the exposure to \( \text{MgSO}_4 \) at the 42nd day, all samples can be considered as statically equal, independent
of the composition of the binder material, the behaviour of the sample were similar, regarding the induced expansion. Therefore, the decision-making should be based on the economic and non-technical benefits for these cases (when the analysis is based on NBR 13.583, at 42 days of exposure). On the other hand, when soaked in Na$_2$SO$_4$ solution, both SCMs mitigated, significantly, the sulfate attack, in about 48% for SF and 80% for RHA in comparison with CPV – ARI samples. As above mentioned, the expansion of mortars bars exposed to magnesium sulfate was more intense until the 42nd day. This behaviour is associated with the higher solubility of MgSO$_4$ when compared to Na$_2$SO$_4$, which results in a higher sulfate ions content in the solution.

Along the 140 days of exposure, the excessive formation of brucite and gypsum, the pH of the mortar pores solution begins to decrease, since such materials have much lower solubility than the portlandite, therefore, releasing less OH$^-$. Consequently, the pH of the solution tends to decrease until levels where it can destabilize the C - S - H, which starts to release calcium ions to elevate pH. However, besides this process, the decalcification of hydrated calcium silicate, forming M - S - H that does not have any binder capacity. Moreover, the release of calcium ions by the C-S-H can react with the sulfate ions and precipitate as gypsum, decreasing more the pH and increasing the damage in the mortar bars. The groups of mortar SF and RHA with lower portlandite contents due to its highly pozzolanic reactivity [13] initially also presented gel formation on the surface of the samples, however, with a noticeably smaller amount, but, during 140 days of exposure, the formation of the gel was almost interrupted. Then, it was noted the occurrence of dissolution of the surface layers of the samples in the solution (Figure 7a and b).

The excessive formation of gel observed on the surface of the CPV – ARI samples exposed to MgSO$_4$ (Figure 7c). According to the literature [3], [8], [11], [28], [48], [49], is the first product of the interaction between magnesium sulfate and Portland cement hydration products is brucite (magnesium hydroxide), in which the electron affinity of the magnesium ion replaces the calcium ions in the portlandite particles. According to the authors, such material is presented as a gel filling the voids of the mortar and it can precipitate on the surface along with the gypsum and compositions of hydrated magnesium sulfate. Therefore, such visual indication of the interaction between the cementitious material and the aggressive solution could indicate higher expansion of the bars, but this did not occur. Such gel formation has an influence on delaying the expansion process, since it decreases the diffusivity of sulfate ions in the mortar samples. To analyze such statement, for the present study, pH measurements were carried out along the analyzed periods of exposure, and Figure 8 presents the comparative pH along the evaluation between three studied solutions (i.e. control, sodium sulfate and magnesium sulfate).

On the other hand, both highly reactive pozzolans presented, in general, considerably resistance to linear expansion due to the sodium sulfate attack at 140 days of exposure, being considered statistically equivalent as seen in Figure 9. Both SCMs obtained, on average, 94% less expansion than CPV – ARI. Therefore, it is evaluated that the morphological characteristics as the fineness of the particles, besides, of course, its amorphous structure, contributed to the good performance, favoring the packing of particles and the consumption of more portlandite, which favors the formation of new CSH particles. Likewise, making available less Ca(OH)$_2$ to react with SO$_4^{2-}$ ions, in which, as above mentioned, enhance the surface deterioration of the samples due to the exposure to MgSO$_4$.

![Figure 6: Comparative analysis of the averages, Tukey's test, for 6 weeks of exposure among the series studied, for a significance level of 5% (S-sodium sulfate and M-Magnesium sulfate).](image-url)
Figure 7: Samples of mortar bars after 140 days of exposures to sulfate solutions, a) indication of the disaggregated material from the SF and RHA samples due to the exposure to MgSO₄, b) surface degradation of the SF mortars due to MgSO₄ and c) indication of the surface gel formed due to MgSO₄.

Figure 8: Comparative pH analysis of Ca(OH)₂, Na₂SO₄ and MgSO₄ solutions over 20 weeks (140 days).

Figure 9: Comparative analysis of the averages, Tukey's test, for 20 weeks of exposure among the series studied, for a significance level of 5% (S-sodium sulfate and M-Magnesium sulfate).
4.3 Mineralogical analysis

The obtained diffractograms for all series for each exposure conditions can be seen in Figure 10, Figure 11 and Figure 12. Compared to calcium hydroxide exposure solution, it can be observed that PC, SF, and RHA presented a higher intensity the peaks related to ettringite crystals (E) for exposure in both sulfate solutions, as well as consumption of the portlandite.

![Figure 10: CPV-ARI diffractograms after 20 weeks of exposure to Ca(OH)$_2$, Na$_2$SO$_4$ and MgSO$_4$. Monocarboluminate (A), brucite (B), calcite (C), ettringite (E), gypsum (G) and portlandite (P).](image)

![Figure 11: SF diffractograms after 20 weeks of exposure to Ca(OH)$_2$, Na$_2$SO$_4$ and MgSO$_4$. Monocarboluminate (A), brucite (B), calcite (C), ettringite (E), gypsum (G) and portlandite (P).](image)

![Figure 12: RHA diffractograms after 20 weeks of exposure to Ca(OH)$_2$, Na$_2$SO$_4$ and MgSO$_4$. Monocarboluminate (A), brucite (B), calcite (C), ettringite (E), gypsum (G) and portlandite (P).](image)
SF and RHA mortar samples have their mineralogical composition relatively close to each other, both are highly siliceous materials and with low aluminate contents, in about 2% of the mass. Then, their behaviour under sulfate attack are similar in both aggressive solutions. For calcium hydroxide exposure solution, RHA present on its XRD patterns, small peaks related to the formation of ettringite, indicating the presence of the remaining primary ettringite.

For the exposure to the magnesium sulfate solution, SF and RHA groups presented similar counts than the CPV-ARI for ettringite formation at 9.14° 2θ, and, at the same time, slightly higher peaks of gypsum (peak at 12.00° 2θ), indicating that the alkaline reserve consumption in the pozzolanic reaction may have contributed with the decalcification of the C-S-H particles, producing more M-S-H (not possible to identify with XRD), releasing calcium to react with SO_{4}^{2-} ions to form gypsum. Moreover, as observed in the exposure to the calcium hydroxide solution, the group with the SCMs showed significant consumption of portlandite, indicating the occurrence of an intense pozzolanic activity, specially considering the replacement of the cement by 10% by mass.

4.4 Mechanical properties

The compressive and tensile strength are essential parameter to be considered regarding the degree of sulfate attack [11], [50], as well as the flexural strength which gives important data regarding the microcrack propagation within the cement paste [51], [52]. Is common in the literature that samples exposed to the sodium sulfate solutions have their strength increased at an initial exposure time and then, for a long time of exposure, there are strength loss (Figure 13 and Figure 14). The statistical analysis of the obtained data can be seen in Figure 15 and Figure 16.

In general, the influence of the aggressive solutions increases the flexural in the samples. It is also seen that both aggressive solutions showed similar behavior in the samples according, for example, to the results obtained by Huang et al. [53]. Supplementary cementitious materials, in general, can reduce the porosity of the cementitious matrix and the interfacial transition zone (ITZ). This fact leads to an improvement in both compressive and tensile strengths, with the last being on smaller scale until there is an increase in the cement hydration products present in the ITZ. Moreover, while there are high levels of portlandite in this region, the tensile strength will remain unchanged. Thus, the addition of the SCMs can cause a significant increase of the strength since there is formation of more C-S-H particles in this region, then, the interference of the ITZ in the strength of the mortar starts to decrease.

It can be seen in Figure 13 and Figure 14 that the samples exposed to the calcium hydroxide solution, in general, increase the strength (flexural or compressive) as a function of time, even though showing some variations in 6 and 10 weeks. Moreover, it is assumed that the bars did not develop cracks at the evaluation period, as expected since the mortars remained in ideal conditions of curing. On the other hand, when subjected to sulfate solutions, CPV – ARI, for example, show even higher increase in strength over time, until certain point at which micro-cracking begins, then the losses in strength starts. CPV-ARI showed earlier degradation due to the exposure to sodium sulfate solution and slower damaging processes when exposed to magnesium sulfate attack. Indicating, in this case, that Na_{2}SO_{4} was more aggressive to this composition. However, SF and RHA samples presented opposite behavior when than CPV-ARI samples. In other words, SF and RHA delayed the micro-crack starting point for exposure to sodium sulfate but accelerated the degradation when exposed to magnesium sulfate, at least for measurement of compressive strength.

As well known, the tensile strength is more sensitive to any crack formation in the concrete, mortars, etc, different authors [6], [54], [55] stated that, does not matter the mechanism of deterioration of the concrete, if there is crack formation there is reduction in the capacity of the concrete on tensile stresses. However, considering the expansion levels and the flexural strength results seems that the groups of samples containing SF and RHA did not develop crack, at least, during the period of evaluation. Yet, the compressive strength results indicate significant losses for both composition when exposed to MgSO_{4}.

The Ca/Si ratio of the samples varied due to the replacement of the cement by the highly siliceous SCMs. According to Tikalsky et al. [56], Bellmann and Stark [57] and Lothenbach et al. [19], the decrease in this ratio implies in a reduction in the amount of portlandite after hydration, therefore, the composition can be more resistant to sodium sulfate attack. On the other hand, for magnesium sulfate attack, such reduction results in a composition more susceptible to the damage [3], [8]. Thus, for both cases, what was seen was, precisely, a behavior of the samples according to information obtained in the literature.

In general, it is observed during the 20 weeks of exposure that the individual behavior of each series distinguishes between both aggressive solutions, indicating, once again, that the cations associated with the sulfate ions also influence the degree of the attack. For example, the SF and RHA groups presented at 20 weeks just a little variation in strength when exposed to Na_{2}SO_{4} and can be considered as highly resistant to attack by this type of sulfate. However, the same series when exposed to MgSO_{4} showed high losses in compressive strength, about 8.6% for RHA and 9.8% for SF, corresponding to losses of 5.4 MPa and 5.9 MPa, respectively. This loss of compressive strength is associated with the decomposition of C-S-H particles, and, consequently, formation of M-S-H, which have little or no binder capacity.
Figure 13: Flexural Tensile strength of the samples up to 20 weeks of exposure in the three different solutions [Ca(OH)$_2$, Na$_2$SO$_4$, and MgSO$_4$].

Figure 14: Compressive strength of the samples up to 20 weeks of exposure in the three different solutions [Ca(OH)$_2$, Na$_2$SO$_4$, and MgSO$_4$].

Figure 15: Comparison between averages of Flexural strength losses (Tukey test for a significance level of 5%) of the same series for different aggressive solutions (S - sodium sulfate and M - magnesium sulfate) for 20 weeks of exposure.
Likewise, these results are reliable with the theory and experiments analyzed in the literature, such as those of Santhanam et al. [8], Diab et al. [11], that is, the loss in compressive strength is much more significant than the actual expansion of the samples containing higher amount of reactive SiO2 when exposed to magnesium sulfate attack. These results bring important information regarding the degradation of the sulfate attack, especially when it makes a parallel with real concrete structures since these are always projected based on compressive strength. At the same time, such degradation was not observed for linear dimensional expansion, so it was confirmed that “quantify” sulfate attack only using one-dimensional behavior can lead to errors in decision-making to define the materials to be used at the field.

5 CONCLUSIONS

Based on the results of this experimental investigation under tidal environment, the following conclusions are drawn:

- The partial replacement (10% by mass) of the cement by supplementary cementing materials in the mortars mitigated significantly the induced expansion due to sodium sulfate attack. The exposure to magnesium sulfate solution did not show the same behaviour, the use of SF and RHA were statistically similar to the control group;
- When exposed to sodium sulfate attack, the pH increased along time and has an influence on the test results (i.e. length variation and mechanical analysis), since higher pH maintains the stability of CSH and Ettringite particles. For MgSO4 the pH decreases to values close to 7, affecting the stability of the CSH, reducing, significantly the compressive strength of the SF and RHA;
- Comparing the expansion caused by both sulfate solutions, at short (i.e. 6 weeks as per NBR 13,583) and long-term (i.e. 20 weeks) exposure conditions, MgSO4 developed higher expansion levels than sodium sulfate attack for both mortars made of PC plus SCMs. Yet, for the control group made only by PC, the long-term exposure to Na2SO4 lead to a much higher induced-expansion than MgSO4;
- Sulfate attack tests with long exposure period, such as 20 weeks or more, are important to better understand and characterize degradation processes of Portland cement composites due to different types of sulfate (sodium sulfate attack, magnesium sulfate attack, etc.);
- Finally, it was clear from the obtained results the importance of knowing, precisely the type of sulfate to which the cementitious material will be exposed. In other words, groups of samples considerable resist to Na2SO4 had higher damage when exposed to MgSO4. This reinforces, once again, that the approach to classify the capacity of each binder composition if is resistant of not to sulfate attack is always dependent of the different types of sulfate solutions present in the environment.
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Abstract: A three-dimensional (3D) transient numerical model for thermomechanical analysis developed with Finite Element Method (FEM) using the software ANSYS 19.1 is exposed in this paper. The proposed model aims to predict the structural behavior of reinforced concrete columns in a fire situation since it is known that high temperatures significantly reduce their mechanical resistance. For this, the main factors that govern their structural behavior should be considered. Analyses obtained by the proposed model were validated with results from experimental data, evidencing a good correlation between numerical and experimental fields.

Keywords: termomechanical analysis, fire, finite element method, high temperature, reinforced concrete.


1 INTRODUCTION

Over the years, mainly due to disasters caused by severe fires in buildings, industrial pavilions, tunnels and other civil engineering works, many research groups have been focusing on evaluating the behavior of structural elements exposed to fire.

Specifically, in Brazil, there are various researches conducted in this area, published through dissertations, theses, and several journal articles. To illustrate it, Silva [1] carried out his thesis evaluating steel structures exposed to fires and continued to contribute with many works on fire safety [2], [3]. Carla Costa, for instance, had important cooperation in designing reinforced concrete elements in fire situations [4], [5].

In the state of Rio Grande do Sul, Lemos [6], through his dissertation, created a computational code able to perform a numerical study of reinforced concrete structures under high temperatures by the finite element method. In addition, Kirchhoff [7]...
developed during her Doctorate at the Structural Models and Testing Laboratory (LEME-UFRGS), a numerical and experimental study analyzing how the water content influence on explosive spalling phenomena in concretes exposed to elevated temperatures. Finally, Bolina [8] presented results of the experimental tests carried out at its Performance/UNISINOS, evaluating the influence of durability requirements on fire safety through prototypes of prefabricated reinforced concrete columns.

Moreover, many studies involving numerical models of structures exposed to fire using the software ANSYS, in the national scenario, was developed by researches of USP - São Carlos, including thermomechanical analyses in steel structures [9] and [10], concrete-filled steel columns [11], composite steel and concrete beams [12], composite concrete and timber beams [13], among others.

It is known that columns of a building structure are the main responsible for its integrity, hence the need to predict their structural behavior in harmful situations through analytical, numerical and experimental methods. Experimental testing is the best way to understand the behavior of these structures. However, laboratory procedures are often limited in quantity due to high costs and time demands. Thus, the development of numerical models, calibrated with experimental data, allows expanding the knowledge with more agility and resource-saving.

1.1 Objectives

The current study aims to evaluate, through an advanced calculation model using the finite element method (FEM), reinforced concrete columns behavior in fire situations considering geometric nonlinearity and the elastoplastic regime of the materials. This work was elaborated with the aid of ANSYS 19.1 software [14] where columns models were exposed to a standard temperature-fire curve recommended by ISO 834 [15].

The expectation at the end of the study, by validating the thermomechanical model created with consistent experimental data present in the bibliography, is to conclude that the proposed model can offer good responses and enables several applications and analyses for future researches involving this thematic.

2 METHODOLOGY – PROPOSED NUMERICAL MODEL

In this work, a three-dimensional numerical model was created using ANSYS 19.1 software [14] to carry out transient thermomechanical analyses, that is, evaluations considering the variability of the parameters in accordance with temperature increase. In order to do this, the coupling of two engineering analyses fields was necessary: thermal and mechanical.

It must be observed that the processing time of all models presented in this work will be indicated in their respective subitems related to results. Besides, all simulations were performed with the aid of an Intel Xeon E3-1225 v5 3.30 GHz Processor, 8.00 GB installed memory, and Intel HD Graphics P530.

2.1 Thermal analysis

Firstly, through purely thermal analysis, was achieved the thermal gradient evolution in the structure. Such a study was performed by exposing columns to the standard fire curve ISO 834 [15]. This curve, expressed according to Equation 1, represents a typical building fire whose combustible material considered is cellulosic. Figure 1 shows the evolution of temperature as a function of time in accordance with the curve mentioned above.

![Figure 1. Standard temperature-time curve suggested by ISO 834 [8].](image-url)
\[ \theta_g - \theta_{g0} = 345 \cdot \log \left(8 \cdot t + 1 \right) \]  

Where:

- \( \theta_g \) is the gas temperature [°C];
- \( \theta_{g0} \) is the gas temperature at time \( t=0 \), i.e., room temperature [20 °C];
- \( t \) is the time [h].

### 2.1.1 Thermal properties

Proceeding the analysis, some thermal properties of steel and concrete were required, such as specific heat, thermal conductivity; density; and emissivity. The ABNT NBR 14323:2013 [16] allows the adoption of simplified values. However, for the current study, knowing that the constituent materials have a significant variation of their properties when exposed to fire, the values suggested in Annex C of ABNT NBR 15200:2012 [17] and in Annex E of ABNT NBR 14323:2013 [16] was chosen. It is worth noting that the values prescribed above are in accordance with Eurocode [18].

Finally, among the thermal properties required, the specific mass was defined. For steel, ABNT NBR 14323:2013 [16] indicates that the value of 7850 kg/m^3 can be considered regardless of temperature. According to Lomba [19], such consideration is attributed to the fact that steel has a stable and well-defined microstructure at elevated temperatures.

For concrete, in turn, the Annex C of ABNT NBR 15200:2012 [17] points out that specific mass is influenced by water loss; thus, it varies with increasing temperature.

### 2.1.2 Discretization of the structure into finite elements

In order to simulate the thermal response, reinforced concrete columns are discretized using three different types of elements available in ANSYS 19.1 internal library [14]. To represent solid materials, the elements SOLID70 and LINK33 were used. To enable the application of fire boundary conditions, SURF152 was used overlaid onto a heated surface of 3D thermal solid elements.

SOLID70 is an eight nodes element used for three-dimensional applications and LINK33 is a bar element with only two nodes, both having the temperature as a single degree of freedom, at each node. It allows the element capability to simulate thermal conductivity, being the solid element applicable to concrete simulation and the bar element applicable to steel. SURF152, in its turn, is a thermal surface effect element that is defined by four to nine nodes with the possibility of using an extra node. The function of the extra node, located away from the base element, is to be a logical point for the fire curve application. The objective of surface elements is to simulate heat transfers by convection and radiation. For that, material properties such as emissivity and convection heat transfer coefficient should be assigned.

Thus, with the mentioned discretization, it is possible to encompass the three main heat transfer mechanisms. Fire exposed surfaces contribute to the temperature rise by convection and radiation through the SURF152 element, while internal temperature conduction capability is attributed by SOLID70 and LINK33 elements.

In addition, depending on the structural arrangement of each model, if possible, the principle of symmetry is used, reducing computational costs and analysis time. For better understanding, Figure 2 presents a generic model created as described above.

The thermal analysis results consist of determining temperatures at each node of the mesh. It is also noteworthy that, according to the analyses realized, the temperature remains uniform longitudinally while in the structure cross-section, the temperature variation was observed. It is important to emphasize that materials properties are assigned according to the average temperature of elements, calculated from the temperature of each element node. This approach to average the nodal values is used in both thermal and thermomechanical analysis defined in the next subitem.

### 2.2 Thermomechanical analysis

The thermomechanical simulation is performed using coupled fields analysis offered by ANSYS 19.1 [14]. Such work consists of using thermal outputs (nodal temperatures) as inputs in the structural analysis through the command LREAD. The nodal temperatures are applied as body forces on the nodes, as showed in the flowchart presented in Figure 3. It is important to note that, for the right operation in the interest of field coupling, the mesh of the second analysis (in this case, thermomechanical) must be identical to the mesh defined in the first process (thermal). This methodology ensures the correct imposition of input data on each node of the model.

To create the thermostructural model is required that at first, a simpler analysis must be performed at room temperature. The objective is to quickly certify that the criteria established in the model design are working well. After
that, it is possible to proceed safely for structural analysis in a fire situation, where the material mechanical properties, as well as the discretization of the model, must be appropriately assigned.

Figure 2. (a) Generic thermal model, (b) mesh detail (c) arranging of longitudinal and transversal reinforcement.

Figure 3. Coupled analysis flowchart.
2.2.1 Thermomechanical properties


For steel, the variation of the characteristic yield strength and the modulus of elasticity with the increase in temperature are obtained by decreasing the values corresponding to ambient temperature by reduction factors, \( \kappa_{s,s} \) and \( \kappa_{E,s,0} \) respectively. The reduction coefficients, distinguished for steel CA-50 and CA-60, can be found in ABNT NBR 15200: 2012 [17].

For concrete, in its turns, the mean tensile strength (\( f_{ctm} \)) and the modulus of elasticity at room temperature (\( E_{ct} \)) are calculated from the mean compressive strength obtained in the laboratory (\( f_{ctm} \)) according to Equations 2 and 3 suggested by the Fib Model Code [20]. The variation of the properties with the increase in temperature, as in the case of the steel properties, are obtained by decreasing the value at room temperature through the reduction factors \( \kappa_{c,0} \), \( \kappa_{c,E,0} \) and \( \kappa_{c,0} \) present in tabular form in ABNT NBR 15200:2012 [17]. According to Eurocode [18], the values of \( \kappa_{c,E,0} \) must be obtained from \( \kappa_{c,0} \), as indicated in Equation 4. It is noteworthy that the Brazilian standards do not inform how to proceed with the \( \kappa_{c,E,0} \) calculation, which justifies the adoption of the recommendation made by European code. Moreover, differently from national technical standardization, Eurocode [18] suggests different values for concretes consisting predominantly of siliceous aggregates from those composed of calcareous aggregates.

\[
f_{ctm} = 0.3 \cdot (f_{ctm} - \Delta f)^{2/3}
\]  

[2]

\[
E_{ct} = 21500 \cdot \alpha_{E} \cdot \left( \frac{f_{ctm}}{10} \right)^{1/3}
\]  

[3]

\[
\kappa_{c,E,0} = \left( \frac{f_{ctm}}{f_{ctm,0}} \right)^{2/3}
\]  

[4]

Where:
- \( \Delta f \) is equal to 8 MPa;
- \( \alpha_{E} \) is a coefficient, being 1.0 for silica concrete and 0.9 calcareous.

Finally, stress-strain relations to be used for both materials were defined. For the steel was attributed a perfect elastoplastic model with bilinear constitutive law, respecting Hooke’s law to the point of deformation corresponding to the yield strength, followed by a straight line to the point of the ultimate tensile strength (Figure 4).

---

**Figure 4.** Generic perfect elastoplastic bilinear constitutive law for steel in function of the temperature.
To simulate the behavior of concrete, several studies ([21], [22], [23], among others) used the diagram proposed by Eurocode [18] (Equation 5). However, Lemos [6], opts for the model indicated by fib [20]. Moreover, as pointed out by Araújo [24], the relation of fib [20] represents in a better way the behavior of reinforced concrete. Therefore, in the current study, it was decided to analyze the structures at both room temperature and fire situation through the two mentioned diagrams. It was noteworthy that the curve suggested by fib [20] was idealized for room temperature and it was necessary to adjust the parameters as a function of temperature. The original formulation can be found in the cited reference, and the adapted formulation can be observed in Equation 6 below.

\[
\sigma_{c,\theta} = \frac{3 \cdot e_{c,\theta} \cdot f_{cm,\theta}}{2 + \left( \frac{e_{c,\theta}}{e_{c1,\theta}} \right)^2}
\]

\[
\frac{\sigma_{c,\theta}}{f_{cm}} = \left( \frac{E_{c,\theta}}{E_{c1,\theta}} \right) \left( \frac{e_{c,\theta}}{e_{c1,\theta}} \right) - \frac{e_{c,\theta}}{e_{c1,\theta}} \right)^2 \left[ e_{c,\theta} \right] \leq [e_{cu1,\theta}] \]

Where:
- \( \sigma_{c,\theta} \) is the uniaxial compressive stress in the concrete as a function of temperature [MPa];
- \( e_{c,\theta} \) is the total specific linear deformation in the concrete at a given temperature [dimensionless];
- \( e_{c1,\theta} \) is the total specific linear strain in the concrete at peak compression stress as a function of temperature [dimensionless];
- \( e_{cu1,\theta} \) is the ultimate specific linear strain in the concrete as a function of temperature [dimensionless];
- \( E_{c,\theta} \) is the initial tangent modulus of elasticity of concrete as a function of temperature [MPa];
- \( E_{c1,\theta} \) is the secant modulus of elasticity of concrete as a function of temperature [MPa].

The schematic representation of the stress-strain relation proposed by fib [20] can be visualized in a general way in Figure 5. The strain values used for steel and concrete diagrams calculations were extracted from ABNT NBR 15200:2012 [17] and Eurocode [18].

![Figure 5. Generic concrete constitutive relation under compression in function of the temperature.](image-url)
described, was a three-dimensional element with eight nodes, but with three degrees of freedom per node. The LINK180 element was a two-node bar element with a degree of freedom per node capable of simulating the compressive and tensile stresses on reinforcing steel bars.

2.2.3 Concrete failure modes

The material model predicts concrete failure considering cracking and crushing effects [14]. These phenomena, being crushing the most important for a central compression column, imply a significant strength loss of the structural member, leading it to the failure. In the numerical model developed with ANSYS 19.1, through the SOLID65 element, according to ANSYS [14], the failure envelope proposed by Willam and Warnke [25] could be defined. The envelope aims to consider the crushing and cracking effects of concrete, performing a fundamental role in defining its behavior. The failure criterion due to a multiaxial stress state could be expressed according to Equation 7.

\[
\frac{F}{f_c} - S \geq 0
\]

Where:
- \( F \) is a function of the principal stress state [MPa];
- \( f_c \) is uniaxial crushing strength of concrete [MPa];
- \( S \) is a continuous failure surface.

In order to define the failure surface, five parameters are required: ultimate uniaxial compressive strength, ultimate uniaxial tensile strength (\( f_{t1} \)), ultimate biaxial compressive strength (\( f_{cb} \)) and ultimate compressive strength for a state of biaxial and uniaxial compression superimposed on hydrostatic stress state (\( f_1 \) and \( f_2 \)). The relative magnitudes of the principal stresses in the octahedral plane are described using the angle of similarity (\( \eta \)) and functions \( r_1 \) and \( r_2 \), as shown in Figure 6. The three-dimensional failure surface resulting from the main stress state is presented in Figure 6 and the detailed mathematical formulation can be consulted on [25].

![Figure 6. Three-dimensional failure envelope for cracking and crushing of concrete (\( \sigma_1, \sigma_2, \sigma_3 \) are principal stresses). Adapted from: Kumar and Kodur [23].](image)

According to ANSYS [14], it is possible to inform only two inputs (\( f_t \) and \( f_t \)) for the failure envelope calculation if sufficient experimental data is not available. The other parameters are determined according to software default values: \( f_{cb} = 1.2 f_c \), \( f_{t1} = 1.45 f_c \) and \( f_2 = 1.725 f_c \).

In the case of an element cracking, a plane of weakness was introduced in a direction normal of the crack face that meets the criterion. In order to incorporate the element stiffness reduction due to cracking, additional parameters are required. These parameters consist of shear transfer coefficients for an open (\( \beta_o \)) and a closed crack (\( \beta_c \)). The values range from 0 to 1, with 0 representing a smooth crack (complete loss of shear transfer) and 1 representing a rough crack.
For the present work, as in Kumar and Kodur [23], the values of 0.53 and 0.98 for open and closed cracks were adopted.

The ANSYS documentation [14] informs the difficulty of solution convergence in cases where concrete cracking and crushing are simultaneously considered. Thus, it is possible to adopt only one failure mode, assigning the value of -1 for which it is intended to be disregarded. Based on this statement and on the experience acquired from the analyses performed during the development of this work, it was decided to consider only the concrete cracking through the Willam and Warnke model [25].

Crushing, in turn, is related to concrete strength imposed on the material stress-strain diagram. Therefore, concrete crushing was considered when the element was not able to resist the stress state originated from mechanical and thermal loading anymore.

3 VALIDATION OF NUMERICAL MODEL AT ROOM TEMPERATURE

In order to create a consistent numerical model, room temperature analyses were performed for reference before proceeding with coupled fields. To this end, the study elaborated by Ramos and Giongo [26] was chosen to evaluate the criteria adopted in the model developed in the current study.

3.1 Brief description of the experimental program

Ramos and Giongo [26] analyzed 16 normal strength columns considering variation in the following parameters: geometric dimensions of the structural element, longitudinal reinforcement ratio, transverse reinforcement spacing and configuration. Tests were performed on a servo-controlled hydraulic machine which allows the application of load under displacements control. The monitoring of the reinforcement deformations was conducted through electric strain gauges fixed on the steel bars and on the column faces. The deflectometers that were positioned on the column faces measured displacements derived by the compressive force. Further details on the procedures adopted in this experimental program can be obtained by consulting the above reference.

3.2 Numerical model aspects

For validation, columns models P1-10-120 and P1-12.5-100 extracted from Ramos and Giongo [26] were chosen, which will be renamed in this article as Column 1 and Column 2 respectively. The information required to perform the mechanical analysis is shown in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Column 1</th>
<th>Column 2</th>
<th>Column 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental test developed by</td>
<td>Ramos and Giongo [26]</td>
<td>Ramos and Giongo [26]</td>
<td>Wu and Lie [27]</td>
</tr>
<tr>
<td>Column reference designation</td>
<td>P1-10-120</td>
<td>P1-12.5-100</td>
<td>Column 3</td>
</tr>
<tr>
<td>Dimensions (width x height x length) - cm</td>
<td>20 x 20 x 120</td>
<td>20 x 20 x 100</td>
<td>30.5 x 30.5 x 350</td>
</tr>
<tr>
<td>Concrete cover - cm</td>
<td>1.5</td>
<td>1.5</td>
<td>4.8</td>
</tr>
<tr>
<td>Longitudinal reinforcement</td>
<td>4 φ 10 mm</td>
<td>4 φ 12.5 mm</td>
<td>4 φ 22 mm</td>
</tr>
<tr>
<td>Reinforcement ratio - %</td>
<td>0.79</td>
<td>1.23</td>
<td>1.66</td>
</tr>
<tr>
<td>Stirrups</td>
<td>φ 5 c. 12 cm</td>
<td>φ 6.3 c. 10 cm</td>
<td>φ 8 c. 30.5 cm</td>
</tr>
<tr>
<td>Concrete mean compressive strength - MPa</td>
<td>23.7</td>
<td>27.1</td>
<td>23.4</td>
</tr>
<tr>
<td>Steel yield strength - MPa</td>
<td>611</td>
<td>561</td>
<td>340</td>
</tr>
<tr>
<td>Aggregate type</td>
<td>Siliceous</td>
<td>Siliceous</td>
<td>Siliceous</td>
</tr>
<tr>
<td>Experimental column ultimate force - kN</td>
<td>1072</td>
<td>1292</td>
<td>-</td>
</tr>
<tr>
<td>Experimental failure time of column on fire - min</td>
<td>-</td>
<td>-</td>
<td>109</td>
</tr>
</tbody>
</table>

With the purpose of simulating the same pillar conditions found in the experimental test, the structure was modeled respecting actual dimensions. However, since the columns present double symmetry, only a quarter of their volume
was modeled according to the generic model shown in Figure 7. To ensure an appropriate simulation, nodes present in
the symmetrical plane had their movement restricted in the perpendicular direction.

Also, rigid body motions were restricted at nodes belonging to the structure base. For nodes belonging to the top,
only translation in the load application direction is allowed. The distributed load was applied to the nodes of the upper
structure section. Furthermore, extremely rigid plates were placed at the top and bottom of the model allowing uniform
loading on the nodes and avoiding localized plastic deformations due to different displacement between them.

The mesh used for analysis was done manually, dividing the cross-sectional region of the covering and concrete
core in a manner such that the element longest side does not exceed 1 cm. These details can be seen in Figure 7.

![Figure 7](image)

**Figure 7.** (a) Generic mechanical/thermomechanical model (b) top plate detail (c) arranging of longitudinal and transversal
reinforcement

About the solution options adopted, it is important to point out that loading was applied incrementally, dividing
the total load into sub-steps. Each load sub-step starts with the last complete sub-step value and proceeds linearly
until the end. This way of load application is called [14] as ramped load and must be enabled with KBC command,
0. Additionally, geometric nonlinearity was considered through NLGEOM, ON command. The convergence
criteria adopted for force and displacement were 5% of the vector norm. The solution was given through the full
Newton-Raphson iterative method.

### 3.3 Validation results

The first analysis performed with Column 1 was the behavior of different stress-strain diagrams. Figure 8 shows a
good difference between the curves proposed by European Committee For Standardization [18] and Federation
Internationale du Béton [20], and the latter showed a behavior closer to that found in the experimental field at room
temperature.

Figure 9 indicates an even greater agreement on the reinforced concrete column behavior when subjected to axial
compression. As for the rupture force, Column 1 through numerical simulation presented an ultimate force of 1049 kN,
representing an error of only 2.19% when compared to experimental test. The numerical model for Column 2, in its
turn, presented an ultimate force equivalent to 1376.25 kN, which represents an error of 6.52%. In the face of it, the
strategy adopted and described in item 2 can be regarded as satisfactory, obtaining consistent results for performed
analyses and allowing to advance to the thermomechanical model. It should be noted that the processing time for
Column 1 was 6 min 10 sec, while Column 2 required 6 min 43 sec.
4 VALIDATION OF THE THERMOMECHANICAL NUMERICAL MODEL

The numerical model was compared with results obtained by experimental tests conducted by Wu and Lie [27] and by analytical results presented in a later study published by Zhu and Lie [28] using the same columns. Thus, it is verified, with both experimental and analytical results, the proposed model validity and effectiveness in predicting the reinforced concrete columns thermomechanical behavior.

4.1 Brief description of the experimental program

Wu and Lie [27] conducted an experimental program including seven fire-exposed reinforced concrete columns, the aim of this study was to provide practical and real data to validate calculation methods that were being developed at the time. The columns were built with siliceous and calcareous aggregates, and the parameter studied were structural elements geometric dimensions and load types (centered and eccentric).

The experiments were carried out by exposing the columns to fire, fixed at the top and bottom, in a specially built furnace to evaluate preloaded columns. For centered loading, the prescribed load is applied by a hydraulic jack located under the column. After stabilization of deformation caused by loading, the structural element is exposed to fire in a controlled manner following the standard curve recommended by ISO 834 [15] which remains unchanged until the present days.

Concrete and steel temperatures were obtained using Type K Thermocouples (Cromel/Alumel) located at points of interest previously defined. The column axial displacements were measured by transducers that monitored the hydraulic
jack motion during the test with an accuracy of 0.002 mm. More information about the procedures and instruments adopted in the experimental program can be obtained at Wu and Lie [27].

4.2 Brief description of the analytical method

The analytical method defined by Zhu and Lie [28] consists of different steps, involving, besides temperature calculation, calculation of mean deformations, and resistance capacity presented by columns in a fire situation.

First, temperatures were defined by subdividing the cross-sectional structure domain using the Finite Difference Method. The number of elements was set to allow that they can be arranged in a triangular mesh within the section boundaries. The methods used to derive the heat transfer equation and determine temperatures in reinforced concrete columns have been published in previous work [28].

In a second moment, the authors present the methodology used to determine strains, stresses, and strength of columns. Where the previously used triangular mesh was replaced by a square one. To obtain the column strength, the authors used a method based on a load-deflection analysis, idealizing columns, which are fixed at the ends during the tests, as pin-ended with a reduced length. From the curvature, the column strength is determined for each temperature. Strains were given for concrete and steel as the sum of mechanical strain, thermal expansion properties and elements curvature. With the values of strains, through material stress-strain relation, it was finally possible to determine the stresses acting on the structure. Further information about methods and parameters adopted for analytical calculation could be found in Zhu and Lie [28].

4.3 Numerical model aspects

In order to proceed with validation, Column 3 presented in Wu and Lie [27] and Zhu and Lie [28] was selected. The necessary information related to the column characteristics and properties can be seen in Table 1. The motivation in choosing such a column is given by analytical results demonstrated greater agreement with experimental ones.

For thermal analysis, the structure faces that will be exposed to fire and the time-temperature curve adopted are the only boundary conditions required. As discussed in section 3.2, Column 3 of [27] also allows the adoption of double symmetry. Therefore, only faces that do not represent symmetry planes are exposed to fire (see example in Figure 2).

The material emissivity assigned was 0.7, and the convective heat transfer coefficient adopted was 25 W/(m².k).

The standard fire indicated by ISO 834 [15] was applied incrementally, i.e., every time step of fire, the software calculates the nodal temperature evolution. The thermal analysis uses an explicit default method to solve the problem differential equations (TRNOPT, FULL). Besides, it is noteworthy that the convergence criterion adopted for temperature was 1% of the vector norm.

The load applied to the column top section before starting the temperature rise was 1180 kN, and the other thermomechanical model aspects are identical to those presented in item 3.2. The only difference is the addition of LREAD command after mechanical loading, thus obtaining the influence of temperature rise on the preloaded column (see item 2.2).

4.4 Validation results

The present subitem exposes, results obtained by the proposed thermomechanical numerical model. These results include temperature rise in concrete structure according to the depth measured from concrete face at cross-section midline - 12 mm, 38 mm, 63 mm and 152 mm - (Figure 10), longitudinal bars temperature (Figure 11) and, finally, thermomechanical analysis represented by the column axial displacement during the time of fire exposure (Figure 12). Note that, for subtitling purposes, the names EXP were used for experimental results (item 4.1), CALC for those calculated analytically (item 4.2), and ANSYS for those obtained with the software aid (item 4.3).

Figures 10 and 11 show the convergence in temperature values during the standard fire. It is noteworthy that the numerical model provides, for steel, values corresponding almost exactly with those found experimentally, evidencing the satisfactory representativity obtained by computational simulation.

Figure 12 presents a new comparative analysis between numerical models using stress-strain diagrams suggested by Eurocode [18] and Fib Model Code [20]. In contrast to item 3.3, when dealing with high temperatures, the relation proposed by European code presents a behavior closer to that found in experimental data.

The thermomechanical validation shown in Figure 12, although numerical simulation presents a higher axial displacement, shows especially an important concordance on general column behavior when exposed to fire. Furthermore, it indicates 103 min fire resistance, differing approximately 5.8% of the value found in the laboratory (109 min), showing that
the numerical model is in favor of safety. It is important to note that the processing time for Column 3 thermal analysis was 35 min 46 sec, while for thermomechanical analysis, it was necessary 2h 47 min 20 sec.

It should be emphasized that, according to the experimental program description exposed in item 4.1, the columns are preloaded and subsequently exposed to fire. Thus, before observing a structure expansion due to the increase in temperature, there is a negative axial displacement (compression). However, this initial compressive displacement was neglected because the experimental test, as well as numerical model objective, is to analyze the structural behavior during the fire.

![Figure 10. Comparison between experimental (EXP.), calculated (CALC.), and numerical values (ANSYS) of Column 3 temperature evolution at concrete points.](image)

![Figure 11. Comparison between experimental (EXP.) and numerical values (ANSYS) of Column 3 temperature evolution at longitudinal steel bars.](image)

Additionally, Figure 12 also reveals that there is a divergence of approximately twice the column displacement when comparing the final values obtained between Eurocode relation [18] and the experimental data. This difference can be attributed to the high concrete theoretical capacity of deformation at high temperatures specified by current standards, according to the thermomechanical properties already mentioned in item 2.2.

To conclude thermomechanical result analysis, the structure specific strain (axial) is used as a parameter. This, in turn, represents the relation between the variation of axial displacement and column length. For Column 3, which length is 3.5 m, a divergence in the axial strain of only 0.0005 m/m or 0.5 mm/m is observed. This difference can be considered...
not representative when considering all thermomechanical variables involved and the complexity of determining reinforced concrete structures behavior when exposed to high temperatures.

![Figure 12. Comparison of Column 3 axial displacement.](image)

**5 CONCLUSIONS**

This paper shows that the concrete constitutive law proposed for fib [20] better represented the behavior of the material at room temperature. However, it was found that increasing temperatures, simulations using the stress-strain relation specified by Eurocode [18] achieved the best results when compared to experimental data.

Moreover, it is concluded at the end of research that the proposed numerical model based on the finite element method, according to validations and comparisons made with experimental results, can predict the reinforced concrete columns thermomechanical behavior when exposed to fire.

It is also noted that the methodology presented here enables a wide range of studies in the building fire area, allowing adaptation of the created model to study other structures such as beams, slabs, and frames. The current study also allows us to expand the knowledge by parametric analyses of temperature influence on structural members with different dimensions, concrete cover, steel bar diameters, aggregate types, moisture content, among others.
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Incorporation of recycled aggregates from construction and demolition waste in paver blocks

Desempenho de blocos de concreto com incorporação de agregados reciclados provenientes de resíduos de construção e demolição
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Abstract: The consumption of natural resources and energy increased proportionally with the growth of the world population and its economic level. There was an increasing exponential consumption of natural resources, which implied an increase in environmental impacts. The construction sector is responsible for a very significant production of construction and demolition waste (CDW). Thus, there is a concern in search of a more sustainable final disposal. Many studies have been investigated the development of new materials with the incorporation of recycled aggregates from CDW. This paper presents a study of performance evaluation of concrete blocks produced with CDW. For that purpose, an experimental campaign was performed, including a characterization of the aggregates used. The incorporation of 100% of fine and coarse recycled aggregates. The mixtures were designed according to the condition of the aggregate (dry, washed or saturated). The performance of these blocks was evaluated in terms of mechanical strength and water absorption. Some additional tests were also performed to deeper analyze of the microstructure of these blocks. To assess the durability of the concrete blocks, a full-scale road was built. The results were very positive, since there were no significant differences between the modified concrete blocks and the reference sample (0% of the CDW). The modified block with fine aggregate presented the best performance of all the blocks, concerning mechanical strength. In addition, the performance of concrete blocks with washed recycled aggregates had a better performance compared to the others. The results obtained were satisfactory for the application of the blocks in the streets with low movement and low load.

Keywords: recycled aggregates, construction and demolition waste, paver blocks.
os blocos. Além disso, o desempenho de blocos de concreto usando agregados reciclados lavados foi melhor em comparação com os outros. Os resultados obtidos foram satisfatórios para a aplicação dos blocos em ruas de baixo movimento e baixa carga.

Palavras-chave: agregados reciclados, resíduos de construção e demolição, blocos de pavimentação.


1 INTRODUCTION

The construction industry has been considered one of the most waste producer and consumer of natural resources. This environmental concern encouraged the current trend of using recycled aggregates from construction and demolition waste for production of cementitious materials.

According to the Brazilian Association for Recycling of Construction and Demolition Waste (ABRECON) [1], in Brazil in the year of 2015 the estimated production of waste was approximately 85 million m³. The amount of recycled CDW was an average of 5 million m³.

The use of CDW as recycled aggregates is one of the most feasible solution. Several studies have been published about the use of recycled aggregate as replacement of natural sand. In this study, the performance of concrete blocks for interlocked paving with the incorporation of CDW as recycled aggregate is analyzed.

Researches have been developed to evaluate the use of recycled aggregates in concrete. From the literature, it can be verified that the materials produced with recycled aggregates achieve the required standards and specifications. Although, in some cases, there is a decrease in the mechanical strength. Particularly in the manufacture of concrete blocks [2]–[8], pre-cast cementitious products [9] and bricks [10].

Nonetheless, some authors have demonstrated an improvement on the mechanical properties of these materials with the use of recycled aggregate. Penteado et al. [11] observed an increase in compressive strength of the concrete blocks with recycled fine aggregates when compared to the reference blocks. Evangelista and Brito [12] justified these better results due the presence of non-hydrated cement particles in the recycled aggregate, which could contribute to a better bond between the cement paste and aggregates, due to their higher porosity. Rodriguez et al. [8] and Leite [13] studied the mechanical performance of concrete produced with recycled aggregates and obtained similar results.

On the other hand, the type of recycled aggregate affects differently the performance of the materials. Thus, Bravo et al. [14] highlighted an increase in impact resistance when coarse recycled aggregates were used in concrete blocks. Braga et al. [15] pointed out that the incorporation of fine recycled aggregates from CDW can increase the mechanical strength of the concrete due to the non-hydrated cement particles in the recycled material.

Bear in mind that the loss of mechanical strength is a limiting factor for the use of recycled aggregates, and it is higher when the water/cement ratio is lower [8], [16]. Notwithstanding the foregoing, some authors justified the increase of compressive strength in concrete with fine recycled aggregates due the pozzolanic effect of the fine particles [17], [18].

The higher content of fines in the recycled aggregates can improve the transition zone between the cementitious matrix and the aggregate, which contributes to a greater compactness of the concrete [19]. According to Lovato et al. [20] the fines particles provide a better packaging. As the recycled aggregate has higher absorption it promotes a greater adhesion between the cement paste and the aggregate, through the absorption of the paste and the precipitation of the crystals of hydration in the pores of the aggregate.

Another characteristic of the recycled aggregate that affects the concrete behavior is the presence of old mortar particles adhered to the grains. This could be related to a higher water absorption, higher porosity and lower resistance of the modified concrete [21]–[23].

In this research, the recycled aggregates were used in three different conditions, such as dried, washed and saturated. Rodrigues et al. [24] suggested to wash the aggregates to discard the fraction below 0.063mm, which can improve the quality of the recycled concrete produced. Poon et al. [25] recommended to saturate the recycled aggregate before mixing with the cement. This can reduce the water absorption of the aggregates.

Therefore, this research intends to analyze the performance of the concrete blocks with different conditions of the recycled aggregate.
1.1 Justification

Considering the environmental impacts, it has been developed several researches about the use of recycled aggregates from CDW. Therefore, this study presents a feasible product with the incorporation of recycled aggregate from CDW.

2 MATERIALS AND EXPERIMENTAL PROGRAM

2.1 Materials

The following materials were used in this research: cement, sand, additive and water.

2.1.1 Cement

The binder used was cement type CP II-Z-RS, mainly used for the precast industry. The physical, mechanical and chemical properties are presented in Table 1.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density (g/cm³)</td>
<td>3.0</td>
</tr>
<tr>
<td>Blaine specif. area (cm²/g)</td>
<td>4362</td>
</tr>
<tr>
<td>Initial set (min)</td>
<td>139</td>
</tr>
<tr>
<td>Final set (min)</td>
<td>191</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Chemical characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al₂O₃</td>
<td>4.41</td>
</tr>
<tr>
<td>CaO</td>
<td>68.68</td>
</tr>
<tr>
<td>Fe₂O₃</td>
<td>2.35</td>
</tr>
<tr>
<td>K₂O</td>
<td>1.26</td>
</tr>
<tr>
<td>MgO</td>
<td>2.70</td>
</tr>
<tr>
<td>SiO₂</td>
<td>14.71</td>
</tr>
<tr>
<td>TiO₂</td>
<td>0.33</td>
</tr>
<tr>
<td>SO₃</td>
<td>5.48</td>
</tr>
</tbody>
</table>

2.1.2 Aggregates

Both aggregates (fine and coarse) were separated in terms of their size, by sieving. The recycled aggregates were collected according to NBR NM 26 [26], dried in an oven (105 ± 5 °C) for 48 hours and then cooled to the room temperature. After this procedure, they were submitted to the characterization tests. The fine fraction was sieved to remove particles over 4.75mm. The coarse aggregate was sieved to remove particles over 12.5mm and smaller than 4.75mm.

2.1.3 Additive

The additive used was SikaPaver HC-10.

2.2 Aggregates characterization

The characterization tests were performed for natural and recycled aggregates (fine and coarse). The physical tests: size distribution [27], dry bulk density [28], [29], water absorption by capillarity [30], abrasion resistance Los Angeles [31], the superficial area of the fines of the aggregates determined from the physical adsorption of the nitrogen on the materials by the Brunauer-Emmett-Teller (BET) method, these analyzes were performed by the BEL JAPAN model BELSORP-mini II.

The chemical analysis was performed by the EDX-720 X-ray fluorescence spectrometer Shimadzu in a vacuum atmosphere and the semi-quantitative method was developed. The micrographs were obtained from Hitachi model TM-3000.MEV equipment. The X-ray diffractionogram was performed for the mixed recycled aggregate sample. The equipment used was Shimadzu model XRD - 7000. The specimen with a particle size of less than 0.15 mm were submitted to the test, using Cu - Kα radiation, with accelerated voltage 40 kV and 30 mA current, with a 20 scan of 5° to 80° and speed of 5°/min.
2.3 Mixes proportions

Table 2 presents the mortars specification. Table 3 shows the mixes compositions.

Table 2. Mixes' composition.

<table>
<thead>
<tr>
<th>Mixes</th>
<th>Mixes' composition</th>
<th>Recycled Aggregates Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>FNCN</td>
<td>Fine Natural Aggregate + Coarse Natural Aggregate</td>
<td>-</td>
</tr>
<tr>
<td>FNCRD</td>
<td>Fine Natural Aggregate + Coarse Recycled Aggregate</td>
<td>Dried</td>
</tr>
<tr>
<td>FNCRW</td>
<td>Fine Natural Aggregate + Coarse Recycled Aggregate</td>
<td>Washed</td>
</tr>
<tr>
<td>FNCRS</td>
<td>Fine Natural Aggregate + Coarse Recycled Aggregate</td>
<td>Saturated</td>
</tr>
<tr>
<td>FRCND</td>
<td>Fine Recycled Aggregate + Coarse Natural Aggregate</td>
<td>Dried</td>
</tr>
<tr>
<td>FRCNW</td>
<td>Fine Recycled Aggregate + Coarse Natural Aggregate</td>
<td>Washed</td>
</tr>
<tr>
<td>FRCRD</td>
<td>Fine Recycled Aggregate + Coarse Recycled Aggregate</td>
<td>Dried</td>
</tr>
<tr>
<td>FRCRW</td>
<td>Fine Recycled Aggregate + Coarse Recycled Aggregate</td>
<td>Washed</td>
</tr>
</tbody>
</table>

Table 3. Mix proportions of concrete (kg/m3).

<table>
<thead>
<tr>
<th>Mixes</th>
<th>Cement</th>
<th>Water</th>
<th>Natural sand</th>
<th>Recycled sand</th>
<th>Natural gravel</th>
<th>Recycled gravel</th>
</tr>
</thead>
<tbody>
<tr>
<td>FNCN</td>
<td>199.7</td>
<td>76.8</td>
<td>1716.8</td>
<td>-</td>
<td>533.8</td>
<td>-</td>
</tr>
<tr>
<td>FNCRD</td>
<td>197.4</td>
<td>75.9</td>
<td>1696.8</td>
<td>-</td>
<td>-</td>
<td>440.3</td>
</tr>
<tr>
<td>FNCRW</td>
<td>197.4</td>
<td>75.9</td>
<td>1696.8</td>
<td>-</td>
<td>-</td>
<td>440.3</td>
</tr>
<tr>
<td>FNCRS</td>
<td>197.4</td>
<td>75.9</td>
<td>1696.8</td>
<td>-</td>
<td>-</td>
<td>440.3</td>
</tr>
<tr>
<td>FRCND</td>
<td>198.6</td>
<td>76.4</td>
<td>-</td>
<td>1649.6</td>
<td>530.8</td>
<td>-</td>
</tr>
<tr>
<td>FRCNW</td>
<td>198.6</td>
<td>76.4</td>
<td>-</td>
<td>1649.6</td>
<td>530.8</td>
<td>-</td>
</tr>
<tr>
<td>FRCRD</td>
<td>196.3</td>
<td>75.5</td>
<td>-</td>
<td>1630.6</td>
<td>-</td>
<td>437.9</td>
</tr>
<tr>
<td>FRCRW</td>
<td>196.3</td>
<td>75.5</td>
<td>-</td>
<td>1630.6</td>
<td>-</td>
<td>437.9</td>
</tr>
</tbody>
</table>

It was investigated the use of fine and coarse recycled aggregates under three conditions: dried, washed and saturated. In order to verify the influence of its condition on the properties of the concrete blocks produced.

Dried condition: the recycled aggregates were introduced into the mixture as they are produced in the plant.
Washed condition: the recycled aggregates were washed for removal of the pulverulent material, the sieve used in the wash was #200 (0.075mm). After that the recycled aggregates were dried before adding in the mix.
Saturated condition: the recycled aggregates were immersed in water for 24 hours before being mixed for the production of the blocks. However, the saturated fine recycled aggregates did not obtain the required consistency, discarding this possibility. Thus, only the recycled coarse aggregates were saturated.

2.4 Tests

The production of the blocks was performed in a real scale inside a precast plant. The dimensional tolerance analysis of the blocks was according to NBR 9781 [32]. The standard refers to the dimensions of the block as 10x20x6cm (width x length x thickness), admitting 3 cm of tolerance.

The compressive strength was evaluated at the ages of 7, 14, 28 and 365 days with six blocks for each sample, according to NBR 9781 [32]. The standard requires that two auxiliary boards for the compressive strength test must be circular, with a diameter of 85 mm and a minimum thickness of 20 mm, made of steel.

Water absorption at 28 and 365 days with three blocks of each composition was analyzed. For the analysis of water absorption, the test was carried out according to NBR 9781 [32].

2.5 Evaluation of real-scale interlocked blocks

To evaluate the performance in the field, a real-scale experimental stretch of interlocked paving was performed with the blocks produced. The prototype was built in the Recycling Plant, which provided the recycled aggregates. The segment was divided into parts for evaluation of each composition, in order to analyze the functional performance of the blocks.
3 RESULTS AND DISCUSSIONS

3.1 Aggregates characterization

Figure 1 shows the size distribution curve of the sand. The recycled sand presented a curve of differentiated size of particles, which enhance the packaging.

![Figure 1](image1.png)

Figure 1. Size distribution of natural and recycled fine aggregate. NA = Natural Aggregate. RA = Recycled Aggregate.

The size distribution of the coarse recycled aggregate is similar to that the natural aggregate, as can be observed in Figure 2. The compactness of the concrete affects directly the mechanical behavior. It can be observed that the recycled sand presents a better size distribution, which could improve the mechanical resistance.

![Figure 2](image2.png)

Figure 2. Size distribution of natural and recycled coarse aggregate. NA = Natural Aggregate. RA = Recycled Aggregate.

Table 4 shows the results of the physical tests of natural and recycled fine aggregates. The density of the recycled aggregate is lower when compared to the natural aggregate, while the water absorption has significantly higher values. These characteristics, in general, are attributed to the old mortar adhered to the particle [21], [22], [33].

Table 4

<table>
<thead>
<tr>
<th>Type</th>
<th>Density (g/cm³)</th>
<th>Water Absorption (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recycled</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The compactness of the concrete affects directly the mechanical behavior.
Table 4. Fine aggregates characteristics.

<table>
<thead>
<tr>
<th></th>
<th>Natural Sand</th>
<th>Recycled Sand</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fineness Modulus</td>
<td>2.17</td>
<td>2.27</td>
</tr>
<tr>
<td>Bulk density (kg/m³)</td>
<td>1490</td>
<td>1440</td>
</tr>
<tr>
<td>Dry density (kg/m³)</td>
<td>2620</td>
<td>2510</td>
</tr>
<tr>
<td>Fine content (%)</td>
<td>1.00</td>
<td>7.00</td>
</tr>
<tr>
<td>Surface area</td>
<td>1.227</td>
<td>3.547</td>
</tr>
</tbody>
</table>

In general, recycled aggregates present lower density than natural aggregates. This fact could be attributed to their heterogeneity due to the waste’s composition. Thus, the density of the recycled materials tends to be lower than those of conventional mortar and concrete [8].

According to the standard for determining the content of powdery materials in aggregates (NBR 7219) [34] the maximum values of materials passing through the 0.075mm sieve is 5%. A higher content of fine particles in the mix can affect the required kneading water, which implies a reduction in the mechanical resistance of the concrete produced, as well as, a decrease in abrasion resistance [35]. This may affect negatively the concrete, due to the higher water consumption and the presence of clay minerals.

In this research, the recycled fine aggregates obtained 7% of particles passing through the #200 sieve. This amount of dust can affect the bond between the aggregate and the paste, which may weaken the transition zone. Washing is a technique used to remove the pulverulent material from the recycled aggregates, since the content of fines correlates directly with the water absorption of the aggregates, due to the greater surface area of the materials. The reduction of the very fines particles decreases the water/cement ratio, which can influence the workability and improve the properties of the hardened concrete.

The results obtained in the laser granulometry (BET) test for the fines material showed the recycled aggregates with greater surface area, corroborating with other studies [19], [36]. This could be explained by a surface more irregular and porous. As a consequence of this, the recycled aggregate can provide a strengthening of the interfacial transition zone between the cementitious matrix and the aggregates.

Table 5 presents the results of the tests performed with the coarse aggregates. The Los Angeles abrasion resistance analyses the quality of the material. It is identified the resistance to fragmentation by shock and friction of the particles. The resistance of the recycled aggregate is not the same as the material that originated it, because the crushing process weakens the particle, which causes the cracks inside the recycled aggregate.

Table 5. Coarse aggregates characteristics.

<table>
<thead>
<tr>
<th></th>
<th>Natural Gravel</th>
<th>Recycled Gravel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bulk density (kg/m³)</td>
<td>1390</td>
<td>1160</td>
</tr>
<tr>
<td>Dry density (kg/m³)</td>
<td>2610</td>
<td>2060</td>
</tr>
<tr>
<td>Fine content (%)</td>
<td>1.00</td>
<td>4.00</td>
</tr>
<tr>
<td>Los Angeles</td>
<td>25</td>
<td>49</td>
</tr>
<tr>
<td>Water absorption (%)</td>
<td>1.00</td>
<td>8.00</td>
</tr>
</tbody>
</table>

Table 6 shows the chemical analyzes of the natural and recycled aggregates.

Table 6. X Ray fluorescence test results.

<table>
<thead>
<tr>
<th>Samples</th>
<th>Al2O3</th>
<th>CaO</th>
<th>Fe2O3</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA</td>
<td>12.10</td>
<td>4.65</td>
<td>8.99</td>
</tr>
<tr>
<td>RA</td>
<td>10.18</td>
<td>29.80</td>
<td>8.90</td>
</tr>
</tbody>
</table>

NA = Natural Aggregate. RA = Recycled Aggregate.

The recycled aggregates present a chemical composition similar to that found in other studies that analyzed the recycled aggregates [22], [37], [38].

The main elements found in the recycled aggregates are oxides of silica, calcium, aluminum and iron, originating mainly from hydrated cementitious compounds (concretes and mortars), as well as materials of ceramic origin [39]. It is important
to highlight the presence of sulfur oxide (SO3) in the recycled aggregate, since this chemical element can cause gradual loss of mechanical resistance and affect the durability of materials produced with this type of aggregates [40].

The results of the images obtained by SEM for the natural and recycled aggregates are shown in Figures 3 and 4.

![SEM image of obtained natural aggregate sample.](image1)

**Figure 3.** SEM image of obtained natural aggregate sample.

![SEM image of obtained recycled aggregate sample.](image2)

**Figure 4.** SEM image of obtained recycled aggregate sample.

The particles of the natural aggregates present regular texture and size. However, the recycled aggregates present irregular shape and size, with more defined edges, which can be attributed to the CDW crushing process to obtain these aggregates.

The particles of the recycled aggregates also present a roughened porous surface, which may be due to the old mortar adhered to the particles, corroborating with the micrographs presented by other authors [23], [41], [42]. The rough surface of the particle can improve the adhesion between the particles and the cementitious matrix, increasing the mechanical resistance.

Figure 5 shows the main crystalline phases of the recycled aggregate. In agreement with the results of the chemical composition, the recycled aggregate presents silicates (quartz; feldspars-albite and microcline; mica-muscovite and clay mineral-kaolinite), sulfates (gyspite) and carbonates (calcite).

The mineralogical composition of the recycled aggregate originated from the variety of original components (concrete, mortar, and ceramics), and is consistent with other published studies [10], [23], [24], [27], [39], [40].
3.2 Blocks characterization

Table 7 present the results obtained of water absorption and compressive strength of the concrete blocks. These results are discussed individually in the following sections.

### Table 7. Properties of concrete blocks.

<table>
<thead>
<tr>
<th>Samples</th>
<th>Water absorption (%)</th>
<th>Compressive strength (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>28 d</td>
<td>SD</td>
</tr>
<tr>
<td>FNCN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FNCRD</td>
<td>4.0</td>
<td>0.1</td>
</tr>
<tr>
<td>FNCRW</td>
<td>7.0</td>
<td>0.48</td>
</tr>
<tr>
<td>FNCRS</td>
<td>6.0</td>
<td>0.158</td>
</tr>
<tr>
<td>FRCND</td>
<td>8.0</td>
<td>0.25</td>
</tr>
<tr>
<td>FRCNW</td>
<td>3.0</td>
<td>0.36</td>
</tr>
<tr>
<td>FRCRD</td>
<td>4.0</td>
<td>0.58</td>
</tr>
<tr>
<td>FRCRW</td>
<td>6.0</td>
<td>0.12</td>
</tr>
</tbody>
</table>

Legenda: d = days; SD = Standard deviation

3.2.1 Water absorption

The Brazilian standard NBR 9781 [32] based on ASTM C 936-1 [43], requires an average water absorption results of less than or equal to 5%, with individual values not exceeding 7% being accepted. Figure 6 shows the values of the absorption rate of the blocks at 28 and 365 days.

![Figure 6. Absorption of water from the blocks at 28 and 365 days.](image-url)
The samples with dried recycled sand and natural coarse aggregate obtained the lowest rate of water absorption at 28 days. The recycled sand with high powder content may have caused a better packaging of the particles in the concrete, which contributes to a better compactness of the block. The continuous size distribution of recycled sand may have influenced a lower rate of water absorption.

At 28 days, the concrete blocks produced with washed recycled aggregate achieved the requirements of the standard, obtained the water absorption rate less than or equal to 5% beyond the reference. On the other hand, the blocks produced with natural sand and recycled coarse aggregates obtained an average water absorption higher than 5%.

The reference block had the lowest volume of voids and, consequently, the highest density. Blocks with natural sand and dried coarse recycled aggregate showed a higher absorption rate as greater voids indices. However, the block with natural sand and washed coarse recycled obtained a lower rate of water absorption. It is emphasized that the washing procedure changed the water absorption rate of the block with coarse recycled aggregate.

The blocks produced with recycled sand presented water absorption similar to the block with natural aggregates. As for the blocks with washed fine recycled aggregates, it was observed that they obtained higher absorption results than the blocks with dried recycled.

3.2.2 Compressive strength

Figure 7 shows the results obtained in the compressive strength of all specimens at 7, 14, 28 and 365 days. The best mechanical strength at 28 and 365 days was the modified concrete produced with washed recycled sand and natural coarse aggregate.

Figure 7. Comparison of the compressive strength of the blocks tested.

Blocks with recycled sand presented a better mechanical performance compared to the reference concrete block. Vieira and Dal Molin [44] also followed the same trend. There was an increase in the compressive strength with 100% recycled sand and 0% recycled coarse aggregate. This better performance could also be attributed to a chemical factor due to a possible pozzolanic effect of the very fine material.

Figure 8 presents the results of the compressive strength of the blocks by the fine and coarse aggregates used. Figure 8 shows the increment in compressive strength of the blocks produced with fine recycled aggregates when compared to the others.
Leite et al. [45] also found that the concrete blocks with fine recycled aggregates presented pozzolanic activity indexes, which may be associated to the increase of compressive strength in concretes with high content of sand replacement at advanced ages. Khatib [17] verified the increase of compressive strength from 28 to 90 days in concrete with fine recycled aggregate and justified this effect by the possible pozzolanic activity of the fines.

Cabral et al. [19] also verified that the use of the fine recycled aggregate increased the compressive strength of the concrete. Possible reasons for this effect were the pozzolanic reactions, which improve the interfacial transition zone of the matrix, the roughness of the particles. It reinforces the bonds between the cement paste and the aggregates, and the water absorbed by the particles may be available for continuous hydration of the cement. These results were also pointed out by other authors [12], [18], [46].

In general, the mechanical strength present significant improvements with the incorporation of fines, due to both the filler effect, due to a filling of voids by the very fine particles, which increase the compactness of the concrete. Braga et al. [15] pointed out that with the replacement of fine aggregate, in addition to the filler effect, it occurs the hydraulic effect of non-hydrated cement on the recycled material. Thus, the strength may depend on the type of fines and the amount of replacement.

From the results obtained in this research and from other authors [20], [47] it is evident that the use of recycled aggregates in concrete does not significantly affect the compressive strength. However, it is essential to consider the characterization and treatment of recycled aggregates. Leite et al. [45] found that the use of recycled aggregate in concrete replacing the natural aggregate, mainly for low water/cement ratios is feasible.

The concrete produced with coarse recycled aggregates presented a decrease of compressive strength when compared to the reference blocks. At 365 days, obtained reduction of 21% and 8%, with dried and washed aggregates, respectively. Vieira and Dal Molin [44] and Poon and Chan [2] also found a reduction of mechanical resistance with the replacement of 100% of coarse recycled aggregates.

For the manufacture of precast concrete a lower water/cement factor is required, which may present difficulty in the workability of the mixture. Thus, it is necessary to take into consideration that recycled aggregates can absorb part of the kneading water. Thus, the decrease of mechanical strength with recycled aggregate can be attributed to the water/cement ratio, the higher water absorption and the lower density of the recycled aggregates.

The performance of the concrete with recycled aggregate depends mainly on the cement consumption and the water/cement ratio. The decrease of compressive strength can be attributed to factors such as low resistance and density of the recycled aggregate and higher water absorption, which implies negatively in the workability and consequently in the mechanical resistance.

3.2.3 Analysis of the experimental section

The interlocking pavement road was analyzed after one year of being used. In general, the pavement indicated good functionality and its in use, supporting the demanded load.
Visually, in the reference blocks can notice no evidence of broken edges. The blocks produced with recycled fine aggregate also exhibit similar behavior as the reference block. However, blocks produced with coarse recycled aggregate presented higher damages.

In order to evaluate the mechanical performance of the specimens, the compressive strength was analyzed in blocks with total replacement of fine and coarse recycled aggregates (FRCRD / FRCRW), the results are presented in Figure 9. It was observed a reduction in the mechanical performance. Blocks produced with dried recycled aggregates obtained an average of 9.87MPa, a reduction of 34.2% when compared to the results obtained of the same samples kept 365 days inside the laboratory conditions.

![Figure 9. Comparison between the compressive strength of the blocks produced in the laboratory and in the field.](image)

The blocks produced with washed recycled aggregates presented a compressive strength of 16.05MPa, which means a reduction of 27% according to the resistance at 365 days. The decrease in mechanical strength can be attributed to the load borne by the parts during this period. In general, the pavement indicated good functionality and is in use in the plant itself, supporting the demanded load.

### 4 CONCLUSIONS

Modified blocks with the incorporation of recycled sand presented a better performance comparing to the reference concrete. On the other hand, blocks with the incorporation of coarse aggregates presented several drawbacks.

Blocks produced with washed recycled aggregates presented better results in all properties. The removal of the powdery material provided greater compressive strength.

The visual aspects of the modified blocks in the experimental full-scale presented slightly more damaged than the reference blocks.

Blocks produced with recycled aggregates could be used for low-load road, such as sidewalks, gardens and streets.
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INTRODUCTION

The constant demand for the rationalization of civil construction increases the application of structural systems with a higher level of industrialization. Precast concrete elements have gained space in the construction scenario due to the advantages they offer, as speed, competitiveness, time and cost control, durability and safety. Hollow-core slabs have been distinguished by their versatility in civil construction, since they can be supported by masonry, steel, precast or cast-in-place concrete structures. They have been widely applied as floors and loadbearing walls of residential, commercial and industrial buildings, as well as bridge decks [1]. As a consequence, extensive research has been conducted towards a deeper
understanding of their behavior regarding different aspects, as subjection to fire and blast loading [2], [3], fiber strengthened [4], [5], and behavior as a composite section with cast-in-place concrete topping [6], [7].

Hollow core slabs are prestressed elements and, although they can be manufactured in fixed molds, the most common production processes are extrusion and sliding molding [8]. The time spent between the cast and the prestress transference is approximately 24 hours, therefore, the technological control of the concrete must be performed at early ages. According to Mehta and Monteiro [9], the early age covers an insignificant amount of time (2 days after production) in the total life of the concrete. However, deficiencies in the characteristics of fresh concrete may influence the end product and reduce its service life. The evaluation of the concrete properties over the early ages is a concern not only in the manufacture of hollow core slabs, but also in other civil engineering works, as construction of massive concrete elements [10], [11], application of shotcrete [12], [13], [14], production of other precast concrete elements [15], [16] and construction of concrete pavements [17]–[19].

The manufacture of hollow core slabs by extrusion involves the application of a very dry concrete to the elements at a 0.30 to 0.40 water/cement ratio (w/c) [8]. Such values are close to the required w/c for the hydration of cement and ensure a concrete of high compressive strength and lower porosity. Its low slump hinders the molding of cube or cylindrical specimens normally used for the technological control of the material. BSI [20] indicates non-destructive tests (NDTs) as useful tools for increasing the confidence level of destructive tests. Azenha et al. [21] continuously monitored the evolution of elastic modulus of a prefabricated beam through modal analysis. Haach and Juliani [22] evaluated the possible application of ultrasonic tests for the technological control of concrete of hollow-core slabs in the production phase and concluded UPV tests can be an interesting alternative for use in precast concrete industries.

PCI [23] also points NDTs may supplement, but not replace, cylinder tests for the evaluation of the compressive strength of concrete and recommends the rebound test as the more common method. The rebound method has been one of the oldest NDTs applied to concrete structures to date. Its principle is based on the correlation between surface hardness measured by a rebound number and the compressive strength of the concrete. PCI [23] highlights the most important criterion is the correlation between rebound number and compressive strength. The literature reports several empirical relations developed from experimental data [24]–[29]. Pascale et al. [30] studied nondestructive tests (UPV, rebound hammer, probe penetration, etc.) applied to high-strength concrete representing the regression curves by power functions as Equation 1, where \( f_c \) is the estimated cube strength in MPa, \( x \) is the nondestructive parameter typical of the method used and \( \alpha \) and \( \beta \) are parameters obtained by the ordinary least-squares method applied to the experimental data.

\[
f_c = \alpha x^\beta
\]

Mohammed et al. [31] studied the behavior of concrete containing crumb rubber as a replacement of fine aggregate and proposed an exponential relationship between compressive strength and rebound number. Szilágyi et al. [32] proposed a phenomenological constitutive model (SBZ-model) formulated for the surface hardness of concrete based on the time-dependent development of the capillary pore system of the hardened cement paste. The authors demonstrated its applicability for CEM I 42.5 N, CEM II/A-V 42.5 N and CEM III/B 32.5 N cements in a 0.38 to 0.60 range of water/cement ratio and 7 to 180 days of concrete. Tsioulou et al. [33] evaluated the mechanical characteristics of ultra-high performance fibre-reinforced concrete (UHPFRC) and proposed linear, power and exponential relationships between compressive strength and rebound number. Völgyi and Farkas [34] highlighted the non-destructive testing functions developed for vibrated concrete are not applicable for dry concrete, since the results of rebound tests strongly depend on the properties of the microenvironment of the material. Völgyi and Farkas [34] studied spun-cast concrete elements produced at low water/cement ratios. In general, the limitations of all proposed formulations regarding the influence of variables, as smoothness of test surface, size, shape, and rigidity of the specimens, moisture and type of cement and aggregates, lead to a high coefficient of variation [35].

Since NDT is an easy, quick and inexpensive test, researchers continue proposing improvements and new applications for the rebound test method [30], [36], [37].

This paper discusses the possible advantages and limitations of the use of the rebound hammer for improving the technological control of the concrete used in the manufacture of hollow core slabs.

2 EXPERIMENTAL PROGRAM

The experimental program was divided into two phases. The first involved the evaluation of three different concrete mixtures through compressive and rebound tests for the obtaining of the variation in the concrete behavior during the hardening process and correlation curves between compressive strength and rebound number. In the second phase, a
A hollow-core slab was built in the laboratory with one of the concrete mixtures tested in the previous phase for the evaluation of the applicability of the rebound test for the technological control of the concrete in those elements.

### 2.1 Properties of materials

Type III Portland cement of high early strength specified according to the ASTM C150 [38] classification, sand and gravel were used in the preparation of the concrete. Sand has 2.4 mm maximum size and 1.95 fineness modulus, whereas gravel has 12.7 mm maximum size and 6.84 fineness modulus. Figure 1 displays the particle size distribution for sand and gravel and Table 1 shows some physical properties of the materials. The standard procedure described in ASTM C192 [39] was applied to the mixtures. Three different compositions of concrete (M1 to M3) were produced, according to Table 2. The mixtures were defined through a 100 mm slump and three different binder/aggregate ratios (1:3.5; 1:5.0 and 1:6.5). The dry mortar ratio defined by Equation 2, shown in Oliveira et al. [40], was set to 51%. Only one batch of concrete was produced for each mixture.

![Grading curve of aggregates.](image)

Table 1 – Properties of materials.

<table>
<thead>
<tr>
<th></th>
<th>Cement</th>
<th>Sand</th>
<th>Gravel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bulk density (kg/m³)</td>
<td>1171</td>
<td>1565</td>
<td>1498</td>
</tr>
<tr>
<td>Density (kg/m³)</td>
<td>3070</td>
<td>2625</td>
<td>2804</td>
</tr>
</tbody>
</table>

Table 2 – Compositions of concrete (kg/m³).

<table>
<thead>
<tr>
<th>ID</th>
<th>Cement</th>
<th>Sand</th>
<th>Gravel</th>
<th>Water</th>
<th>Water/cement ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>484.6</td>
<td>630.0</td>
<td>1066.2</td>
<td>227.8</td>
<td>0.47</td>
</tr>
<tr>
<td>M2</td>
<td>378.8</td>
<td>780.4</td>
<td>1113.8</td>
<td>227.3</td>
<td>0.60</td>
</tr>
<tr>
<td>M3</td>
<td>295.0</td>
<td>834.6</td>
<td>1141.5</td>
<td>224.2</td>
<td>0.76</td>
</tr>
</tbody>
</table>

\[
D(\%) = \frac{l + \text{sand}}{l + \text{sand} + \text{gravel}}
\]  

(2)

### 2.2 Test specimens

In the first phase of this research, cylindrical specimens of 100 mm diameter and 200 mm height and prismatic specimens of 150 mm × 150 mm × 500 mm were molded according to ABNT NBR 5738 [41]. The former was removed from the molds after 7 hours, whereas prismatic specimens were kept inside the metallic molds for avoiding any possible
damage during manipulation due to their weight. Forty-five cylindrical and eight prismatic specimens were molded from each concrete mixture and kept in the laboratory environment during all tests. Compressive and rebound tests were performed at thirteen different ages between 8 hours and 24 hours after the concrete batch and at 7 and 28 days.

In the second phase, hollow-core slabs of 500 mm × 100 mm cross section dimensions and 2000 mm length were built with concrete mixture M1, as shown in Figure 2. Four longitudinal bars of 6.3 mm diameter with 500 MPa nominal yield strength were placed at the top of the slab from the edge to the mid-span on one side for evaluations of their influence on the results regarding presence of reinforcements. A welded mesh composed of 4.2 mm diameter wires with uniform spacing of 10 cm was used at the bottom of the slabs to avoid damages during the transport of the model. Thirty cylindrical specimens were also molded with the hollow-core slab for the evaluation of the compressive strength of the concrete at different ages. Hollow cores were generated by PVC tubes positioned in the formwork and removed after the curing of the concrete.

Figure 2 – Geometrical properties of hollow-core slabs. (Note: units in mm).

2.3 Compressive tests

Compressive tests were performed in cylindrical specimens according to ASTM C39/C39M [42]. Neoprene pads of 70 durometer hardness were used on top and bottom of the specimens for providing a uniform load distribution during the test, according to ASTM C1231 [43]. Three specimens were tested at each age.

2.4 Rebound tests

Rebound tests were applied to the prismatic specimens in the first phase and on the hollow-core slab in the second phase, according to ASTM C805/C805M [44]. Although the standard recommends 10 measurements under the same nominal condition, the rebound number was calculated as the mean of sixteen readings at each age with a 30mm-spacing between impact points for improving the accuracy of the results. In both phases, the steel plunger of the rebound hammer was positioned in the gravity direction. As the readings were performed with the rebound hammer always in the same position, no correction factors were applied to the rebound number.

In the first phase, 32 impacts were applied on the top face of the prisms ensuring readings of two ages per prismatic specimen. The prisms were kept directly supported on the floor of the laboratory.

In the second phase, ten 150 mm transversal bands were defined on top of the hollow-core slab for the rebound tests. Five bands were positioned on the half slab with reinforcements (named BR) and five bands were placed on the half slab without reinforcements (named BW). Similarly to the first phase, the readings of two ages per band were performed.

3 EXPERIMENTAL RESULTS

The analyses and discussions of the results were also divided into two parts, according to the experimental program. The results of the first phase are showed and discussions on the evolution of the rebound number and compressive strength over time and the correlation curve between those properties were developed. The results of the rebound and compressive tests performed in a hollow core slab are provided and highlight the difficulties and differences in the technological control of the structural member and specimens used in the first phase.

3.1 Phase I – Evaluation of cylindrical and prismatic specimens

Compressive strength and rebound number were measured in cylindrical and prismatic specimens, respectively, for three different concrete mixtures. Table 3 shows the mean values and the coefficients of variation (C.V.) of the results. The rebound
number was null at the first three ages for the three concrete mixtures due to the small hardness of the concrete surface and as expected, it showed a higher dispersion than the compressive strength with C.V.s in the 3.37% to 14.65% range against 1.97% to 17.21% range for the compressive strength. The mean value of the C.V.s of the rebound number was almost twice the C.V.s of the compressive strength. Such a variation did not seem to be influenced by the specimen age.

Table 3 – Test results of the first phase of the experimental program.

<table>
<thead>
<tr>
<th>ID</th>
<th>Age (hours)</th>
<th>Rebound Number</th>
<th>Compressive Strength</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean (MPa)</td>
<td>C.V. (%)</td>
</tr>
<tr>
<td>M1</td>
<td>8.5</td>
<td>2.76</td>
<td>9.85</td>
</tr>
<tr>
<td></td>
<td>9.5</td>
<td>4.54</td>
<td>15.69</td>
</tr>
<tr>
<td></td>
<td>11.5</td>
<td>15.88</td>
<td>10.38</td>
</tr>
<tr>
<td></td>
<td>12.5</td>
<td>19.33</td>
<td>8.45</td>
</tr>
<tr>
<td></td>
<td>13.5</td>
<td>19.13</td>
<td>8.29</td>
</tr>
<tr>
<td></td>
<td>14.5</td>
<td>19.69</td>
<td>10.11</td>
</tr>
<tr>
<td></td>
<td>15.5</td>
<td>20.31</td>
<td>7.57</td>
</tr>
<tr>
<td></td>
<td>16.5</td>
<td>20.63</td>
<td>7.89</td>
</tr>
<tr>
<td></td>
<td>17.5</td>
<td>22.31</td>
<td>6.89</td>
</tr>
<tr>
<td></td>
<td>18.5</td>
<td>21.44</td>
<td>8.16</td>
</tr>
<tr>
<td></td>
<td>21.5</td>
<td>21.38</td>
<td>8.35</td>
</tr>
<tr>
<td></td>
<td>22.5</td>
<td>22.00</td>
<td>5.98</td>
</tr>
<tr>
<td></td>
<td>23.5</td>
<td>22.75</td>
<td>8.72</td>
</tr>
<tr>
<td></td>
<td>168</td>
<td>26.88</td>
<td>8.69</td>
</tr>
<tr>
<td></td>
<td>672</td>
<td>28.07</td>
<td>10.64</td>
</tr>
<tr>
<td>M2</td>
<td>9.0</td>
<td>-</td>
<td>2.92</td>
</tr>
<tr>
<td></td>
<td>11.0</td>
<td>-</td>
<td>4.68</td>
</tr>
<tr>
<td></td>
<td>12.0</td>
<td>10.56</td>
<td>14.65</td>
</tr>
<tr>
<td></td>
<td>14.0</td>
<td>11.75</td>
<td>12.62</td>
</tr>
<tr>
<td></td>
<td>15.0</td>
<td>12.13</td>
<td>12.00</td>
</tr>
<tr>
<td></td>
<td>16.0</td>
<td>13.75</td>
<td>13.14</td>
</tr>
<tr>
<td></td>
<td>17.0</td>
<td>15.81</td>
<td>10.89</td>
</tr>
<tr>
<td></td>
<td>18.0</td>
<td>16.13</td>
<td>8.44</td>
</tr>
<tr>
<td></td>
<td>19.0</td>
<td>15.27</td>
<td>13.21</td>
</tr>
<tr>
<td></td>
<td>20.0</td>
<td>16.69</td>
<td>11.10</td>
</tr>
<tr>
<td></td>
<td>22.0</td>
<td>16.94</td>
<td>11.90</td>
</tr>
<tr>
<td></td>
<td>23.0</td>
<td>16.88</td>
<td>10.57</td>
</tr>
<tr>
<td></td>
<td>24.0</td>
<td>18.31</td>
<td>14.48</td>
</tr>
<tr>
<td></td>
<td>168</td>
<td>25.47</td>
<td>10.69</td>
</tr>
<tr>
<td></td>
<td>672</td>
<td>26.38</td>
<td>7.31</td>
</tr>
<tr>
<td>M3</td>
<td>10.5</td>
<td>-</td>
<td>1.53</td>
</tr>
<tr>
<td></td>
<td>11.5</td>
<td>-</td>
<td>1.79</td>
</tr>
<tr>
<td></td>
<td>13.5</td>
<td>-</td>
<td>2.40</td>
</tr>
<tr>
<td></td>
<td>14.5</td>
<td>-</td>
<td>2.90</td>
</tr>
<tr>
<td></td>
<td>15.5</td>
<td>-</td>
<td>3.32</td>
</tr>
<tr>
<td></td>
<td>16.5</td>
<td>10.13</td>
<td>3.37</td>
</tr>
<tr>
<td></td>
<td>17.5</td>
<td>10.19</td>
<td>5.34</td>
</tr>
<tr>
<td></td>
<td>18.5</td>
<td>11.69</td>
<td>12.77</td>
</tr>
<tr>
<td></td>
<td>19.5</td>
<td>12.31</td>
<td>10.15</td>
</tr>
<tr>
<td></td>
<td>22.5</td>
<td>13.44</td>
<td>10.51</td>
</tr>
<tr>
<td></td>
<td>23.5</td>
<td>13.00</td>
<td>11.92</td>
</tr>
<tr>
<td></td>
<td>24.5</td>
<td>15.06</td>
<td>9.22</td>
</tr>
<tr>
<td></td>
<td>168</td>
<td>22.88</td>
<td>9.15</td>
</tr>
<tr>
<td></td>
<td>672</td>
<td>28.69</td>
<td>10.24</td>
</tr>
</tbody>
</table>

The monitoring of the evolution of compressive strength of the concrete during the production process of precast elements is fundamental for the prestress transference operation and demolding of the elements. Fib Bulletin 55 [45] proposes an exponential equation for the prediction of the compressive strength \( f_c(t) \) at age \( t \) (in days), from the
strength at 28 days \( (f_c(28)) \), see Equation 3. The equation is valid for ages between 3 and 28 days and \( s \) depends on the strength class of cement and hardening characteristics - its value for type III cement is 0.2.

\[
f_c(t) = \beta_c(t) f_c(28) \rightarrow \beta_c(t) = \exp \left[ s \left( 1 - \left( \frac{28}{t} \right)^{0.5} \right) \right]
\] (3)

An exponential function (Equation 4) based on fib equation was fit to the results of compressive strength over 672 hours - 28 days (Figure 3). The coefficient of determination \( R^2 \) was higher than 0.97 for all mixes. \( R^2 \) for the fib equation applied to concrete mixtures M1, M2 and M3 was 0.67, 0.74 and 0.89, respectively. The fib equation reasonably predicted the compressive strength of all mixtures at 7 days and 28 days, as shown in Figure 3a. However, it overestimated the compressive strength in the first 24 hours (Figure 3b).

\[
y(t) = A \xi(t) \rightarrow \xi(t) = \exp \left[ B \left( 1 - \left( \frac{28}{t} \right)^{C} \right) \right]
\] (4)

where \( y(t) \) is the compressive strength or rebound number and \( A, B \) and \( C \) are coefficients obtained by the ordinary least-squares method applied to the experimental data.

All compressive strength data in Figure 4 were normalized by the value at 28 days, since the fib proposition considers only the effect of cement type on the variation of compressive strength over age, (Equation 3), and all concrete mixtures were produced with the same cement type. A high dispersion is observed in the first 24 hours and indicates the material proportions significantly influence the variation in the compressive strength at early ages.

As the proposition here is to apply rebound tests to supplement the technological control of concrete used in hollow-core slabs, the evolution of rebound number over time was also analyzed. Rebound and compressive tests showed a similar behavior (Figure 5 and Figure 6). The exponential curve represented by Equation 4 seems to express the variations in both properties and the proportions of the materials clearly influenced the variation in the rebound number at early ages. Coefficients \( A, B \) and \( C \) in Equation 4 can express this dependence on the concrete composition. The cement type probably contributes to variations in such coefficients, as pointed out in the expressions presented in fib Bulletin 55 (2010). Variations in coefficients \( B \) and \( C \) strongly influenced the curve behavior in the first hours. Both parameters \( B \) and \( C \) define the strength gain of the material (Figure 7).

Compressive strength, \( f_c \), and rebound number, \( RN \), highly correlated with coefficients of determination \( R^2 \) higher than 0.95 for all concrete mixtures. A power expression, as Equation 1 used by Pascale et al. [30], was the curve, which best represented the relation between both properties (Figure 8), see Equation 5.
Figure 4 – Variation in the normalized compressive strength over age.

Figure 5 – Variation in the rebound number over age: (a) over 28 days and (b) over 24 hours.

Figure 6 – Variation in the normalized rebound number over age.
Figure 7 – Variation in coefficient $\beta_c$ with the constants: (a) $B$ variable and $C = 0.5$ and (b) $C$ variable and $B = 0.2$.

Figure 8 – Correlation between compressive strength and rebound number in phase I.

$$f_c = a \left( \frac{RN}{10} \right)^\beta$$

(5)

Figure 9 shows the comparison of the phase I results with some correlation curves reported in the literature. The region formed by correlations encompasses all experimental results, which corroborates previous research. However, a high variability is observed in those relations between compressive strength and rebound number, due to the several variables cited in the introduction. This variation seems to increase for the highest values of compressive strength.

3.2 Phase II – Evaluation of a hollow-core slab

A hollow-core slab was produced with mix 1 in the laboratory. Rebound tests were performed and the results were compared with those of the first phase. Table 4 shows the results of the rebound tests and the compressive strength obtained from cylindrical specimens molded with the same concrete used in the hollow-core slab.

One of the issues evaluated was the effect of cores on the results of rebound tests. The measurements taken in hollow-core slabs were uniformly distributed over the top of the slab. Measurement points were located above the cores and over the webs, see Figure 10. The results showed the rebound number was not affected by the presence of holes in the cross-section.
Figure 9 – Comparison between experimental data and correlation curves reported in the literature.

Figure 10 – Location of the measurements in the hollow-core bands (Note: units in mm).

Table 4 – Test results of the second phase of the experimental program.

<table>
<thead>
<tr>
<th>ID</th>
<th>Age (hours)</th>
<th>Rebound Number¹</th>
<th>Compressive strength</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean (MPa)</td>
<td>C.V. (%)</td>
</tr>
<tr>
<td></td>
<td>10.88</td>
<td>23.63</td>
<td>9.26</td>
</tr>
<tr>
<td></td>
<td>13.90</td>
<td>25.92</td>
<td>6.95</td>
</tr>
<tr>
<td></td>
<td>15.88</td>
<td>25.93</td>
<td>7.50</td>
</tr>
<tr>
<td></td>
<td>17.83</td>
<td>27.67</td>
<td>9.33</td>
</tr>
<tr>
<td></td>
<td>19.93</td>
<td>26.13</td>
<td>9.36</td>
</tr>
<tr>
<td></td>
<td>22.87</td>
<td>27.31</td>
<td>8.53</td>
</tr>
<tr>
<td></td>
<td>24.97</td>
<td>27.06</td>
<td>8.58</td>
</tr>
<tr>
<td></td>
<td>168</td>
<td>28.06</td>
<td>12.31</td>
</tr>
<tr>
<td></td>
<td>672</td>
<td>31.43</td>
<td>7.14</td>
</tr>
</tbody>
</table>

¹ – Rebound Number in the region of the slab with no superior reinforcements. ² – Rebound Number in the region of the slab with superior reinforcements.

Figure 11 displays the variation in the rebound number along the width of the hollow-core slab. No pattern related to the position of the cores and webs in regions with (BR) or without (BW) superior reinforcements was observed. Two statistical hypothesis tests, namely F-test and T-test, were applied to the rebound measurements towards improving the evaluation. F-test compares two samples for testing the hypothesis of equality of their variances, whereas T-test determines if they are significantly different. A 5% significance level was assumed in both tests.
Rebound measurements were divided into two groups according to their position (Table 5), i.e., above the webs (1, 2, 3, 9, 10 and 16) and over the cores (4, 5, 6, 7, 8, 12, 13, 14 and 15). Readings different from the average by more than 6 units were discarded, as recommended by ASTM C805/C805M [44]. This procedure was applied to each group separately. F-test was applied to the rebound numbers followed by T-test (Table 6). The former showed the variances in the two groups were equal, whereas T-test indicated the measurements above the webs or cores were not significantly different in most cases. The results were obtained in both regions of the hollow-core slab with and without reinforcements, however, in the former, three ages exhibited probabilities for T-test lower than 5%.

Table 5 – Rebound measurements of the second phase of the experimental program divided by groups.

<table>
<thead>
<tr>
<th>Age (hours)</th>
<th>Web¹</th>
<th>Core¹</th>
<th>Web²</th>
<th>Core²</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>C.V. (%)</td>
<td>Mean</td>
<td>C.V. (%)</td>
</tr>
<tr>
<td>9.17</td>
<td>22.86</td>
<td>9.26</td>
<td>23.44</td>
<td>8.01</td>
</tr>
<tr>
<td>13.90</td>
<td>23.50</td>
<td>15.86</td>
<td>26.00</td>
<td>7.45</td>
</tr>
<tr>
<td>15.88</td>
<td>26.50</td>
<td>8.52</td>
<td>25.56</td>
<td>6.81</td>
</tr>
<tr>
<td>17.83</td>
<td>27.83</td>
<td>8.63</td>
<td>27.56</td>
<td>10.28</td>
</tr>
<tr>
<td>22.87</td>
<td>26.57</td>
<td>10.39</td>
<td>27.89</td>
<td>6.81</td>
</tr>
<tr>
<td>24.97</td>
<td>26.86</td>
<td>8.97</td>
<td>27.22</td>
<td>8.77</td>
</tr>
<tr>
<td>672</td>
<td>31.29</td>
<td>7.54</td>
<td>32.63</td>
<td>11.22</td>
</tr>
</tbody>
</table>

¹ – Rebound Number in the region of the slab with no superior reinforcements. ² – Rebound Number in the region of the slab with superior reinforcements.

Table 6 – Probabilities of F-Test and T-Test.

<table>
<thead>
<tr>
<th>Age (hours)</th>
<th>Web x Cores¹</th>
<th>Web x Cores²</th>
<th>With x Without reinforcements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F-Test</td>
<td>T-Test</td>
<td>F-Test</td>
</tr>
<tr>
<td>9.17</td>
<td>0.7345</td>
<td>0.5662</td>
<td>0.8933</td>
</tr>
<tr>
<td>10.88</td>
<td>0.8529</td>
<td>0.2273</td>
<td>0.6095</td>
</tr>
<tr>
<td>13.90</td>
<td>0.0987</td>
<td>0.1102</td>
<td>0.7683</td>
</tr>
<tr>
<td>15.88</td>
<td>0.4876</td>
<td>0.3762</td>
<td>0.4906</td>
</tr>
<tr>
<td>17.83</td>
<td>0.7446</td>
<td>0.8469</td>
<td>0.8571</td>
</tr>
<tr>
<td>19.93</td>
<td>0.2614</td>
<td>0.7131</td>
<td>0.1675</td>
</tr>
<tr>
<td>22.87</td>
<td>0.3240</td>
<td>0.2765</td>
<td>0.1236</td>
</tr>
<tr>
<td>24.97</td>
<td>0.9503</td>
<td>0.7669</td>
<td>0.0444</td>
</tr>
<tr>
<td>168</td>
<td>0.6540</td>
<td>0.0454</td>
<td>0.4123</td>
</tr>
<tr>
<td>672</td>
<td>0.3044</td>
<td>0.4232</td>
<td>0.5539</td>
</tr>
</tbody>
</table>

¹ – Rebound Number in the region of the slab with no superior reinforcements. ² – Rebound Number in the region of the slab with superior reinforcements.

Figure 11 – Variation in the rebound number along the width of the hollow-core slab in the regions: (a) BW and (b) BR.

Table 5 – Rebound measurements of the second phase of the experimental program divided by groups.
The reinforcement in the superior region of the slabs exerted a very small influence on the rebound tests. The coefficients of variation of the rebound numbers in that region were slightly higher than those of the region without reinforcements. However, F-Test and T-test also indicated the rebound numbers in both regions were not significantly different.

The correlation between the rebound numbers and the compressive strength of the concrete was also little influenced by reinforcements. Fitting equations for both regions with and without reinforcements showed differences lower than 10% for previsions of the compressive strength from rebound numbers between 26 and 34 (Figure 12 and Figure 13). Compressive strength previsions from rebound number by the equation obtained in phase I for M1 were higher than the compressive strength measured in cylindrical specimens, see. On average, the experimental values of compressive strength were 63% lower than those predicted.

In both phases, the compressive strength was evaluated through tests in cylindrical specimens. Differences between measurements and previsions are probably related to the influence of shape and mass of the specimens on the rebound test. In the first phase of the research, prismatic specimens were used in the rebound tests and the rebound numbers ranged from 15.88 to 28.07. In phase II, hollow-core slabs were tested and the rebound numbers were higher than those obtained in phase I, i.e., they ranged from 23.19 to 32.07. For the same concrete mixture, the hollow-core slab showed rebound numbers more than 15% higher than those of prismatic specimens. According to Malhotra and Carino [35], if a test specimen is small, any movement under the impact will decrease the rebound number. Prismatic specimens were tested inside the molds at early ages, which probably generates some movement under the impact and caused the behavior pointed out by Malhotra and Carino [35].

Despite the differences in the results of phases I and II, coefficient $\beta$ of the correlation Equation 5 showed a very small variation in all cases and assumed an average value of 3.57. On the other hand, coefficient $\alpha$ showed the highest variation and was influenced by reinforcements, shape and mass of the specimens.
4 CONCLUSIONS AND FINAL REMARKS

This paper has addressed a possible application of rebound tests to improve the technological control of the concrete used in precast hollow-core slabs. The study was divided into two phases for the obtaining of a correlation curve between the rebound number and compressive strength in the first phase to be applied in the second phase, in which a hollow-core slab was produced in the laboratory.

Results of the first phase corroborated with previous research and showed a good correlation between the rebound number and compressive strength of the concrete. However, such a correlation was highly influenced by the concrete mixture. An evolution in the compressive strength and surface hardness gain was observed in this phase. Both properties followed an exponential curve also influenced by the concrete mixture.

Statistical analyses applied to results of tests performed in hollow-core slabs showed both reinforcements and the holes in the cross section exerted a negligible influence on the results of the rebound tests. On the other hand, the correlation curve obtained in phase I did not provide reliable previsions for the compressive strength. The differences in the shape and mass of the specimens used in phases I and II seemed to significantly influence the results.

A very good correlation between rebound number and compressive strength confirmed the possible application of the rebound test for the technological control of the concrete used in the construction of hollow-core slabs. However, the correlation curve to be used for previewing the compressive strength from the rebound number should not be obtained from small specimens, since their shape and mass strongly influence this relation.
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Development of Brazilian highway live load model for unlimited fatigue life

Desenvolvimento do modelo rodoviário brasileiro de carga móvel para vida útil ilimitada à fadiga

Anselmo Leal Carneiro\textsuperscript{a,b} \textsuperscript{\copyright}
Enson de Lima Portela\textsuperscript{c} \textsuperscript{\copyright}
Túlio Nogueira Bittencourt\textsuperscript{b} \textsuperscript{\copyright}

\textsuperscript{a}Universidade de São Paulo – USP, Escola Politécnica, São Paulo, SP, Brasil
\textsuperscript{b}Universidade Federal do Rio de Janeiro – UFRJ, Macaé, RJ, Brasil
\textsuperscript{c}Instituto Federal do Ceará – IFCE, Departamento de Construção Civil, Fortaleza, CE, Brasil

Abstract: This work studies the fatigue live load model used in Brazil for highway bridges. Using the unlimited fatigue life approach, the current live load model is evaluated in relation to the actual traffic and a new fatigue live load model is proposed. Weigh-in-motion (WIM) stations data on two important Brazilian highways are used. The main structural analysis performed in this paper consider the bridges as box girders or multiple girders. The ratio between real traffic and the live load model load effect (bias factor) are determined for single and continuous spans in terms of bending moment and shear force. It is found that the bias factor of the current live load can vary a lot and may not ensure unlimited fatigue life. The proposed model, on the other hand, presents more uniform bias factors and is in accordance with the unlimited fatigue life approach for the WIM data.

Keywords: highway bridges, fatigue, live load, weigh-in-motion.

1 INTRODUCTION

The highway bridges are susceptible to the fatigue as they are subjected to live load from the traffic. Fatigue can be described as the process by which the damage in a given material is generated by stress fluctuations. This damage may result in the structural rupture of the component, even if the highest applied stress is below the elastic limit of the material.
The live load of the ABNT (Brazilian Technical Code Association) NBR 7188 [1], comes from a retired German code that, according to Pfeil [2], used a design vehicle corresponding to the army tank, surrounded by distributed load. For the fatigue load, a weighting factor is used for the current model. This design load, nonetheless, was not proposed considering the traffic reality in Brazil. Whereas the Brazilian code presents a single model of fatigue load, the main international codes, for instance the Eurocode [3] and AASHTO LRFD [4], present a fatigue live load model for both limited and unlimited fatigue life.

In Brazil, the main studies about live load on highway bridges are focused on the Ultimate Limit State (ULS). Fatigue studies can be found in Baroni [5], Rodrigues et al. [6] and Santos and Pfeil [7]. Most studies in Brazil use data from static weighing stations to consider traffic. It is important to remark, however, that static stations can present biased data, since the measurement methodology does not provide total reliability. Moreover, the overloaded vehicles can trace alternative routes and the data is not collected 24 hours a day, in days and months in a row.

Baroni [5], through the analysis of four vehicles database on a Brazilian highway, warns about the possibility of shortening the service life of short span concrete bridges (between 10 m and 20 m). Rodrigues et al. [6] evaluate the reliability indexes of short span concrete bridges (7 m, 10 m and 13 m), considering the Ultimate Limit State and fatigue. Using 204 days of data from São Paulo weighing stations in 2005, the authors verify that safety levels, especially in relation to fatigue, fall short the desired levels. Santos and Pfeil [7], considering steel bridges submitted to the passage of vehicles registered at weighing stations, report a preliminary proposal of live load model for a limited fatigue service life and evaluate the proposed model by analyzing the fatigue service life of a connecting detail of the metallic structure.

This research studies the live load model used in Brazil to verify the fatigue in highway bridges. Through the unlimited fatigue life approach, the current live load model is evaluated in relation to actual traffic and a new fatigue live load model is proposed. To consider the actual traffic, data from weigh-in-motion (WIM) stations are used. Two stations are considered, one is located in BR-381 highway (also known as Fernão Dias, which connects the states of São Paulo and Minas Gerais) and the other one in BR- 290 (also known as Osvaldo Aranha, in the state of Rio Grande do Sul). Typical structures as box girders or multiple girders are considered. The ratios between traffic and Brazilian model load effects (bias factors) are determined for single and continuous spans, in terms of bending moment and shear force. These bias factors are also calculated for the proposed model.

2 FATIGUE IN HIGHWAY BRIDGES

Fatigue occurs due to stress fluctuations from in-service variable loads that, after a certain number of cycles, may lead to fracture of the material. Thus, it can be said that, from the point of view of the loads, fatigue has a character of Service Limit State and, from the point of view of the resistance, has a character of Ultimate Limit State. Normative codes, in general, behave towards the phenomenon in a particular way, calling it the Fatigue Limit State.

Stress ranges with high amplitudes require low number of cycles to fail the material, while stress ranges with low amplitudes require a high number of cycles for failure. These two regimes are known as low cycle fatigue (LCF) and high cycle fatigue (HCF), respectively. Low cycle fatigue is characterized by stress cycles close to the ultimate strength of the material. For bridge structures, the stress cycles from traffic are generally lower than the strength of the material, requiring a high number of cycles to cause the rupture of the structure due to fatigue. Thereby, in general, fatigue in bridges due to traffic is related to high cycle regime.

2.1 Methods of verification

In order to determine the fatigue strength, the S-N curve is used. This curve is a plot of the stress range magnitude (S) and the number of cycles to failure (N). Figure 1 shows two S-N curves for reinforcing bars embedded in concrete beams. It is important to mention that besides the stress range, there are many variables that affect the number of cycles to failure, including bar diameter, bar curvature, type of bar (ribbed or flat), etc.

In Figure 1, it is possible to notice that around one million cycles the curves tend to horizontal, indicating a fatigue limit. According to ACI 215R-74 [8], the stress range associated with the steeper or flatter part of the curves refers to the finite or “infinite” fatigue life, respectively. This limit, below which the fatigue rupture does not happen even for a large number of stress cycles, is called Constant Amplitude Fatigue Limit (CAFL).

It is important to note, however, that, unlike reinforcing bars, concrete does not present CAFL. For highway bridges, Wassef et al. [9] considered a hundred million cycles to determine the stress range corresponding to the unlimited concrete fatigue life.
Figure 1. S-N curves for reinforcing bars (adapted from ACI 215R-74 [8]).

If the maximum stress range generated by the load is lower than the CAFL value, the fatigue verification will be guaranteed and the structure will have a fatigue life longer than that required in the design, as long as its original state of full integrity is maintained. This procedure, known as unlimited fatigue life, is used in AASHTO LRFD [4] for concrete bridges. In the calibration of this code, Wassef et al. [9] calibrated the live load model to a bending moment value of traffic that has a 0.01% probability of being exceeded. According to the authors, this moment is related to the maximum stress range that corresponds to the unlimited fatigue life.

Eurocode 1 [3] presents two live load models for unlimited fatigue life. According to the code, they are applicable only for steel structures. There is a contradiction between Eurocode 1 [3] and AASHTO LRFD [4] in this matter. Sanpaolesi and Croce [10], which discuss the Eurocode 1 [3], present two ways to estimate the maximum stress range corresponding to unlimited fatigue life. One of them considers the maximum stress range as being responsible for 99% of the total damage resulting from the entire stress range from the real load spectra below the maximum stress range. The other one considers the maximum stress range, as the one which is exceeded 50000 times in a hundred-year design service life.

The fatigue verification can also be limited to the design service life of the structure, using the equivalent damage method. Santos and Pfeil [7] explain that in this method, the design load must have the characteristic of generating, for a prefixed number of cycles, the same damage that would be generated by the load spectra during the design service life of the structure. With the appropriate weighting coefficients, the verification is performed by comparing the stress range of the live load model with the fatigue strength obtained from the S-N curves. This method, however, is not considered in this paper.

The equivalent damage method is considered in AASHTO LRFD [4] and Eurocode 1 [3] for steel bridges and concrete bridges, respectively. Wassef et al. [9] emphasize that this method should not be used to verify fatigue in concrete and reinforcement. There is a contradiction between Eurocode 1 [3] and AASHTO LRFD [4] in this matter. As reported by Eurocode 1 [3], models for limited and unlimited life are not numerically comparable. The Eurocode 1 [3] presents three models for limited fatigue life.

2.2 Brazilian live load model

The Brazilian live load model of NBR 7188 [1] is shown in Figure 2, with the concentrated and distributed loads. The TB450 values (“TB” refers to the Brazilian live load model and “450” is the total vehicle weight, in kN) must also be pondered by the vertical impact coefficient (CIV, in Portuguese) and, when it’s necessary, by the number of lanes coefficient (CNF, in Portuguese) and the additional impact coefficient (CIA, in Portuguese). The live load assumes any position on the entire highway with the wheels in the most unfavorable position, considering shoulders and clearances. The distributed load must be positioned in the most unfavorable condition, regardless the road lanes.
NBR 6118 [11] establishes the reducing factor of 0.5 to be implemented in the model for fatigue verification in bridge girders. According to the code, the fatigue verification in reinforcement will be satisfied if the maximum calculated stress range, \( \sigma_{\Delta} \), satisfies Equation 1,

\[
\gamma_f \Delta \sigma_s \leq \Delta f_{sd, fad}
\]

where \( \gamma_f = 1.0 \); and \( \Delta f_{sd, fad} \) = characteristic fatigue strength for \( 2 \times 10^6 \) cycles.

According to Laranjeiras [12], the value of \( 2 \times 10^6 \) cycles was also used in the German code (DIN 1045, 1989) and the American one (ACI 343R, 1986). It is worth noting that, according to Figure 1, the S-N curves tend to horizontal at around one million cycles indicating unlimited fatigue life.

For fatigue verification in steel girders with up to 100-m span, the NBR 16694 [13] also establishes the factor of 0.5. The NBR 8681 [14] also indicates the reducing factor of 0.5 for girders up to 100-m span. According to Laranjeiras [12], this value was provided in a retired German code (DIN 1075, 1988), where the live load was similar to the Brazilian one.

3 WEIGH-IN-MOTION (WIM)

3.1 Description of the system and WIM stations

Regarding the relevance of actual traffic, this work uses vehicle records obtained from high speed weigh-in-motion stations (HS-WIM), as shown in Figures 3 and 4. The system is installed on the road lanes, and vehicles are registered with no need to stop or to lower their speeds. In general, the system consists of lines of piezoelectric sensors, inductive loops, temperature sensor and a device to collect and analyze the records (Figure 5). Inductive loops detect vehicles and measure the distance between axles and speed, while piezoelectric sensors are responsible for weighting. In this work, data from the BR-381 (Fernão Dias, SP-MG) and BR-290 (Osvaldo Aranha, RS) stations are used. Figure 6 shows the final layout of the system in both highways.

In BR-381, the system is installed in two road lanes in the same direction (Minas Gerais to São Paulo) and the data are sent to the Structures and Structural Materials Laboratory of the Polytechnic School of the University of São Paulo - LEM / USP. The traffic statistics presented in this work cover the period from September 2015 to August 2017, with daily records (data from February to May 2016 are missing). The station is currently in operation.

In the BR-290 station, the system was installed between the cities of Porto Alegre and Osório, in 2013. The highway has three lanes in the same direction, however the sensors were installed only in the two lanes on the right, where most trucks circulate. The data used in this work covers the period from March to June 2014, summing 79 days (there are days without records). The station is no longer in operation.
Figure 3. HS-WIM system in BR-381 (MG-SP) and weighting sensor before grout (adapted from Portela [15]).

Figure 4. a) HS-WIM system in BR-290 [15]; b) weighting sensor with grout [16].

Figure 5. Sensors and data collecting system from BR-290 (adapted from Brito and Bock [16]).
For each vehicle that passes through the sensors, the system provides information, such as day, hour, lane, speed, total length, total weight, axle spacing and axle weight. In this work, the records are analyzed using Microsoft Excel spreadsheets. Table 1 shows the organization of the data, where each line corresponds to a truck. The outline of the five most frequent classes obtained from WIM are shown in Figure 7, with the respective legal weights (5% of tolerance).

**Table 1.** WIM data in the spreadsheets.

<table>
<thead>
<tr>
<th>Day</th>
<th>Hour</th>
<th>Lane</th>
<th>Speed (Km/h)</th>
<th>DNIT</th>
<th>Total length (m)</th>
<th>Total weight (kN)</th>
<th>d12 (m)</th>
<th>d23 (m)</th>
<th>P1 (kN)</th>
<th>P2 (kN)</th>
<th>P3 (kN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>01/15/17</td>
<td>01:28:41</td>
<td>2</td>
<td>90.4</td>
<td>2C</td>
<td>12.86</td>
<td>112.8</td>
<td>6.94</td>
<td>36.9</td>
<td>75.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>01/15/17</td>
<td>01:29:59</td>
<td>2</td>
<td>89.0</td>
<td>3C</td>
<td>10.49</td>
<td>157.3</td>
<td>5.11</td>
<td>1.36</td>
<td>36.7</td>
<td>65.6</td>
<td>54.9</td>
</tr>
</tbody>
</table>

*d12 e d23 are the axle spacing and P1, P2, P3 are the axle weight

**Figure 7.** Frequent classes with the respective legal weights.
It is worth noting that the HS-WIM system avoids evasion, as drivers do not notice it. In addition, due to the continuous process of obtaining data (24 hours a day, on consecutive days), the system allows the knowledge of the real frequency of occurrence of the vehicles, which is essential for the fatigue analysis. These particularities give the technology a great advantage over static weighing stations.

Static weighing, on the other hand, is more accurate. As WIM sensors are strongly influenced by temperature, the system must undergo periodic calibrations. In these measurements, a known weight truck passes through the sensors at varying speeds at different times of the day. From July 2015 to August 2017, the Fernão Dias station was calibrated in July 2015, October 2015, February 2016, February 2017 and May 2017. According to Portela [15], the error of the BR-381 system, in relation to the total weight of the trucks, is around 10%. The Rio Grande do Sul station was calibrated in February 2013, as shown by Brito and Bock [16]. HS-WIM is widespread in United States, where the data are widely used to calibrate bridge design codes. In Brazil, nonetheless, considering the reduced number of stations, the use of this system is not common.

3.2 Filtering process

Even with calibrations, the system might present incorrect data: weights greater than the maximum traction capacity or smaller than the self-weight are some examples. Furthermore, several data are unnecessary for the study of live load in bridges. Passenger vehicles and light trucks, for instance, can be neglected, in most analyses, due to irrelevant load effect on the bridge. Thus, WIM data needs to be filtered before it can be used. The filtering criteria need to be defined considering the particular characteristics of the Brazilian fleet and may vary according to the analysis need, in other words Ultimate Limit State, service or fatigue.

For service and fatigue analysis, which is the purpose of this work, Wassef et al. [9] explain that the frequency of occurrence of loads is essential, it means the load spectra. In this case, heavy trucks with fewer frequencies have little influence on the analysis and can even be ignored. Light trucks also make no significant contribution. Among the 14 criteria used in Wassef et al. [9], a type of filter is designed to eliminate trucks with a total weight less than 90 kN. As reported by Laranjeiras [12], trucks weighing less than 70 kN accumulate fatigue damage that is irrelevant to the safety of the structure, even if they are occur many times.

The following list presents, in order, the filters that are applied to the stations considered. The filters were set after a research in the National Department of Transportation (DNIT, in Portuguese) resolutions and truck manufacturers catalogs. Vehicles that fit any of the filters have been excluded.

1- GVW ≤ 62 kN (GVW is the total gross vehicle weight);
2- Pi ≤ 22 kN, where “Pi” is the axle weight;
3- Pd > 320 kN, where “Pd” is the weight of double tandem;
4- di ≤ 0.92 m, where “di” is the distance between axles;
5- C ≥ 36 m, where “C” is the total length of the vehicle;
6- C ≥ 15.4 m and GVW ≤ 104.3 kN;
7- Pi > 180 kN;
8- GVW ≥ 1.1ΣPi or GVW ≤ 0.9ΣPi, where “ΣPi” represents the sum of the weights of the axles;
9- Σdi > C, where “Σdi” this represents the sum of the wheelbase; 10- C < 5 m;
11- V > 170 Km/h, where “V” is the vehicle speed;
12- P1 > 100 kN, where “P1” is the weight of the first axle (front);
13- GVW > 1500 kN.

On the Fernão Dias highway, the average number of daily vehicles is 13292 before and 3632 after filtering. On the BR-290 the average number of daily vehicles recorded is 11736 before and 1963 after filtering. It shows that the Fernão Dias highway presents, after filtering, an average amount of daily vehicles 85% larger than the BR-290. In Figure 8, the filtering percentages for both stations are shown. The following sub-item presents an overview of traffic composition of the Fernão Dias and Rio Grande do Sul highways after filtering.

3.3 The current traffic composition

In terms of the average monthly values of the Fernão Dias highway, the average number of vehicles per day varies from 3043 to 4053 and the respective coefficient of variation range from 21% to 39%. Compared to the monthly average values of BR-290, the average number of daily vehicles varies from 1619 to 2190 and the respective coefficient of variation range from 30% to 53%. Tables 2 and 3 show the traffic composition statistics for the five most frequent
classes of Fernão Dias and BR-290 highways, respectively. It is worth pointing out, nevertheless, that a possible reduction of the minimum weight filter value would increase the frequency of class 2C. Although, in Tables 2 and 3, only the most frequent classes are presented, this work also considers other classes.

![Figure 8. Statistics of filtered data (adapted from Portela [15]).](image)

**Table 2.** Statistics for main classes of BR-381 (adapted from Portela [15]).

<table>
<thead>
<tr>
<th>DNIT</th>
<th>Frequency (%)</th>
<th>Average GVW (kN)</th>
<th>Minimum GVW (kN)</th>
<th>Maximum GVW (kN)</th>
<th>Average total length (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2C</td>
<td>15.36</td>
<td>103.6</td>
<td>62.0</td>
<td>275.1</td>
<td>10.24</td>
</tr>
<tr>
<td>3C</td>
<td>23.40</td>
<td>173.2</td>
<td>66.8</td>
<td>416.5</td>
<td>10.95</td>
</tr>
<tr>
<td>2S2</td>
<td>12.96</td>
<td>199.1</td>
<td>96.7</td>
<td>585.0</td>
<td>18.45</td>
</tr>
<tr>
<td>2S3</td>
<td>9.46</td>
<td>337.6</td>
<td>124.2</td>
<td>712.2</td>
<td>17.53</td>
</tr>
<tr>
<td>3S3</td>
<td>14.75</td>
<td>430.2</td>
<td>139.9</td>
<td>899.4</td>
<td>17.21</td>
</tr>
</tbody>
</table>

GVW: Gross vehicle weight (total)

**Table 3.** Statistics for main classes of BR-290 (adapted from Portela [15]).

<table>
<thead>
<tr>
<th>DNIT</th>
<th>Frequency (%)</th>
<th>Average GVW (kN)</th>
<th>Minimum GVW (kN)</th>
<th>Maximum GVW (kN)</th>
<th>Average total length (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2C</td>
<td>18.21</td>
<td>101.2</td>
<td>63.0</td>
<td>273.0</td>
<td>9.19</td>
</tr>
<tr>
<td>3C</td>
<td>23.37</td>
<td>166.2</td>
<td>67.2</td>
<td>423.0</td>
<td>9.76</td>
</tr>
<tr>
<td>2S2</td>
<td>7.45</td>
<td>192.1</td>
<td>100.0</td>
<td>547.0</td>
<td>16.67</td>
</tr>
<tr>
<td>2S3</td>
<td>10.56</td>
<td>318.5</td>
<td>121.0</td>
<td>660.0</td>
<td>17.40</td>
</tr>
<tr>
<td>3S3</td>
<td>15.55</td>
<td>400.4</td>
<td>154.0</td>
<td>807.0</td>
<td>16.57</td>
</tr>
</tbody>
</table>

GVW: Gross vehicle weight (total)

**4 EVALUATED BRIDGES AND METHODS FOR DETERMINING THE LOAD EFFECTS**

This work examines typical structures of bridges including box girders and multiple girders (Figure 9), which are the most common types considered in typical projects.

The multiple girders bridges were obtained from real projects in the state of Minas Gerais with dates of 2012 and 2013. The highways have two traffic lanes of 3.60 m, two 0.6-m clearances and two New Jersey barriers of 0.4 m. Six bridges with simply supported prestressed girders are considered, without intermediate crossbeams (crossbeams only in the supports), with spans of 14, 16, 18, 28, 37 and 41 meters. The 37-m span has four girders and the others have three girders, as shown in Figure 9. Bridges with spans of 18, 28 and 41 meters were also considered with intermediate crossbeams.

Regarding box girders bridges, one, two, three or four traffic lanes of 3.60 m are contemplated, where two clearances of 0.6 m each are also used, as shown in Figure 9. For each box section, spans of 10, 30, 50 and 70 meters are contemplated in simply supported and two-span continuous structures.

For the determination of the longitudinal global load effects in box bridges, it is accepted that the structure is a single beam, homogeneously distributing the forces from the loads on the deck. In this matter, due to the high torsional rigidity of the closed section, it is not necessary to assess the transversal distribution of the load effects.
On the multiple girders bridges, in contrast, it is necessary to study the girder distribution factors. This work uses the Engesser-Courbon and Fauchart methods for structures with and without intermediate crossbeams, respectively, as presented in Stucchi [17]. For both methods, routines were developed in Microsoft Excel and for the Fauchart method the Ftool structures analysis program [18] was also used.

Regarding to longitudinal analysis for simply supported bridges, which can be multiple girders or box girders, the bending moment at mid-span and the shear force at support are evaluated. In continuous box girder bridges, the bending moment at support is evaluated. In Figure 10, the influence lines, that were implemented in Microsoft Excel, are shown.

5 DETERMINATION OF TRAFFIC LOAD EFFECT CORRESPONDING TO UNLIMITED FATIGUE LIFE

To determine the load effects due to current traffic for unlimited fatigue life, this work considers the same approach as in Wassef et al. [9]: the individual passage of vehicles. According to Wassef et al. [9], fatigue analysis requires the frequency of occurrence of loads, in other words, the load spectra. Thus, the authors do not consider the situations of trucks in multiple presence, due to the small probability of occurrence. It must be point out, however, that the consideration of multiple presence is essential for the Ultimate Limit State. This issue, however, is not part of this paper. The multiple presences statistics for the WIM data of Fernão Dias highway are presented in Portela [15].

It is important to add that the present work does not consider the dynamic effect of trucks, that means it is a static analysis in order to evaluate the Brazilian live load model without impact. Dynamic amplification must be studied separately.

In order to compute the distribution of load effect of girder bridges, it is considered that trucks are centered in the traffic lane and the transversal distance between wheels is 2 m, as shown in Figure 9. The exterior girders (close to cantilever slabs) present the highest load effects for both live load model and traffic. Thus, the bias factor for girder bridges are analyzed for exterior girders. Considering that the trucks are centralized in the traffic lane, it appears that, based on the Engesser-Courbon and Fauchart methods, the values of the load effect for exterior girders do not change due to possible changes in the transverse distance between wheels.

The routines for computing the load effect due to the real traffic, according to the influence lines in Figure 10, were implemented in Microsoft Excel spreadsheets that contain the WIM record. The routines were validated with the Ftool program [18] by comparing load effects from different vehicles. In the routines, it is possible to include a value for the transversal load distribution factor, which is 1.0 for box girders. For girder bridges, this factor varied from 0.42 to 0.59 (exterior girders).
Similarly to Wassef et al. [9], this work uses the graphical method of the normal probability paper for the statistical interpretation of the data. In this method, the horizontal axis represents the variable and the vertical axis represents the number of standard deviations from the mean value, which is also referred as “standard normal variable” or “z-score”. The vertical axis can also be interpreted as the probability of being exceeded. Since “X” is the random variable and “Q” is the number of points in the sample, the graphical construction procedure, according to Nowak and Collins [19], follows the steps:

1- The values of the variable X are organized in ascending order, assigning to each value an index “i” ranging from 1 to Q. Repeated values are not discarded;
2- for each “xi” value, the accumulated probability is associated to “pi = i/(Q+1)”;  
3- for each “pi” value, Φ−1(pi) is determined, which represents the inverse of the standard normal distribution;
4- plotting the coordinates (xi, Φ−1(pi)).

This procedure is performed on each bridge for each database. The random variable X corresponds to the load effect (bending moment or shear force) for each truck of WIM data and “Q” represents the number of trucks, after filtering.

The most important property of the normal probability paper is that the plot of a normal random variable is represented as a straight line. Thus, the straighest the plotting of the data, the more accurate the representation as a normal distribution will be. However, even if the curve does not approximate to a normal distribution, some important statistical parameters can be obtained. The intersection of the curve with the zero value of the vertical axis (z = 0) gives the mean value, which corresponds to the probability pi = 0.5. The slope of the curve is equal to 1/σx, where σx is the standard deviation. Thus, the steeper the curve, the smaller the standard deviation.

For the calibration of the live load model for unlimited fatigue life of AASHTO LRFD [4], Wassef et al. [9] obtain bending moments regarding the 0.01% probability of being exceeded. This corresponds to the percentage of 99.99%,
which represents the vertical value $z = 3.8$ on the probability paper. These moments are related to the maximum stress range for unlimited fatigue life.

The approach of Sanpaolesi and Croce [10] for the unlimited fatigue life of Eurocode 1 [3], considers the maximum stress range that exceeds 50000 times in a hundred-year design service life. Therefore, this approach requires contemplating the volume of truck traffic in the future. Rodrigues et al. [6] consider the average daily truck traffic (ADTT) of 5000 vehicles for two lanes. It is worth pointing out that the ADTT for two lanes of BR-381 and BR-290 is 3632 and 1963 vehicles, respectively.

For the BR-381 and BR-290 highways, the Sanpaolesi and Croce [10] approach results in the probability of the load effect being exceeded of 0.027% for bridges with ADTT = 5000 and 0.014% for bridges with ADTT = 10000. Hence, the value of 0.01% presented in Wassef et al. [9] meets these values. These probabilities result in close load effects and bias factors. The values presented in this work, for bending moment and the shear force, are related to the probability of 0.01% of the load effect being exceeded.

In Figure 11, considering data from BR-381 (Fernão Dias Highway), the determination of bending moment at mid-span for the simply supported bridge is shown. The curve shown in Figure 11 consists of several points and each point represents a truck of the database after filtering. As the analysis considers the single trucks, the load effect for box-girder bridges does not change with more lanes. It is worth noting, however, that the respective bias factors are changed according to the number of lanes, since the factor also depends on the live load model.

To determine the load effect from Fernão Dias highway, this work uses WIM data from September 2016 to May 2017 (273 days). It was verified that, as long as at least four months of the station are used, the results practically do not change with the increase in the number of months. For BR-290, all four available months are used (March to June 2014). It is important to comment that the possibility of changing the Filter 1 was studied, where the value of 90 kN was tested, as used in Wassef et al. [9]. This change, however, did not significantly alter the load effects related to unlimited fatigue life.

**Figure 11.** Determination of the load effect on the normal probability paper.

**6 EVALUATION OF THE BRAZILIAN LIVE LOAD MODEL IN RELATION TO REAL TRAFFIC**

To evaluate the Brazilian live load model, the ratio between load effect due to real traffic and live load model are computed. The Brazilian model is considered according to the loads on Figure 2. Impact and weighting coefficients are not contemplated. Thus, the fatigue-reducing factor of 0.5 is assessed according to the bias factors obtained. Factors larger than 0.5 indicate that the Brazilian model falls short of the actual traffic for an unlimited fatigue life. It is worth
remembering that for girder bridges, the bias factors refer to the exterior girders, since they presented the highest load effects on the structures considered.

Bias factors are presented for bending moment at mid-span of simply supported bridges, bending moment at support of continuous bridges, and shear force at support of simply supported bridges. The load effects were computed for the WIM data and the live load model using the routines developed in Microsoft Excel. To calculate load in the live load model for continuous bridges, the Ftool program [18] was used yielding curved influence lines (Figure 10).

It was considered unnecessary to carry out the analysis for continuous bridges in terms of bending moment near the mid-span or shear force at supports. After analyzing some results with the Ftool program [18], it was found that the bias factors of these load effects are very close to the respective values for simply supported bridges. In fact, it’s verified, according to Figure 12, that the influence lines for the bending moment at mid-span and the shear force at supports of continuous structures are like those of simply supported structures. Thus, the bias factors of these load effects for simply supported bridges also apply to continuous bridges.

![Image of shear force and bending moment influence lines]

**Figure 12.** Similar influence lines.

Figures 13 to 20 show the bias factors for the BR-381 (Fernão Dias) and BR-290 highways. It is verified that the bias factors are not uniform, i.e., the current model can cover the real traffic load effects or fall short for it depending on the span length and width of the bridge. In general, the live load model satisfies real traffic for larger spans and multiple lanes bridges. For short span bridges, especially for bridges with one and two lanes, the Brazilian live load model does not satisfies the current truck traffic. Based on these results, it can be observed that is important to develop a Brazilian live load model for unlimited fatigue life, especially for short span bridges.

In the particular case of simply supported girder bridges with two lanes up to 40 meters, which are the most frequent structures on Brazilian highways, the bias factors vary around the mean value close to 0.8, as shown in Figures 19 and 20. Thus, for these structures, the reducing factor of 0.8 for the TB450 corresponds better to the unlimited fatigue life approach.

The fact that the live load model of NBR 7188 [1] is conservative for bridges with larger extensions and wider cross section is mainly due to the distributed load considered along the entire width of the bridge and to its longitudinal extension, in the most unfavorable way. It is worth noting that, if the coefficient of number of lanes (CNF) of NBR 7188 [1] were considered, the bias factors would undergo few changes between approximately 5% and 10%. The coefficient is 1.05 for one lane, 1.0 for two lanes, 0.95 for three lanes and 0.90 for four lanes.

### 7 BRAZILIAN LIVE LOAD MODEL PROPOSAL FOR UNLIMITED FATIGUE LIFE

To determine the load effect corresponding to the unlimited fatigue life, it is verified that the 3S3 six-axle truck is responsible for most of load effects getting close to the percentage of 99.99%. Hence, after the evaluation of the six-axle vehicles associated with the percentage considered, the model in Figure 21 is proposed for the Brazilian live load model for unlimited fatigue life.
Figure 13. Bias factors for bending moment at mid-span in simply supported box-girder bridges – BR-381 (MG-SP).

Figure 14. Bias factors for shear force at support in simply supported box-girder bridges – BR-381 (MG-SP).

Figure 15. Bias factors for bending moment at support in continuous box-girder bridges – BR-381 (MG-SP).
Figure 16. Bias factors for bending moment at mid-span in simply supported box-girder bridges – BR-290 (RS).

Figure 17. Bias factors for shear force at support in simply supported box-girder bridges – BR-290 (RS).

Figure 18. Bias factors for bending moment at support in continuous box-girder bridges – BR-290 (RS).
Although the trucks associated with the 99.99% percentage exceed the legal weight, it was used the weight of 500 kN for design truck, which is in accordance with the value of the Brazilian law (509.25 kN, as shown in Figure 7). After the evaluation of the proposed model in relation to the current traffic data, a weighting coefficient is proposed for the loads according to the bias factors obtained.

The proposed model considers the design truck centralized in a 3.5 m wide design lane. This lane is independent of the road lanes and assumes any position in the entire highway, in the most unfavorable way, including shoulders and clearances. This most unfavorable cross-sectional position ensures that, for girder bridges, the model satisfies even a possible traffic lane leaning against the barrier. For girder bridges where the traffic lane does not touch the barrier, the model is conservative. For box girder bridges, the transverse positioning of the loads does not influence the longitudinal load effects of bending moment and shear force. It is interesting to point out that the load effects of the proposed model do not depend on the number of road lanes, since the distributed loading is not considered. This is consistent with the load effect from actual traffic.

Figures 22 and 23 show the bias factors for the proposed model for the Fernão Dias and BR-290 highways. It is verified that the bias factors are more uniform and vary around the mean value of 1.7. Thus, this work proposes a fatigue coefficient $\gamma_{fad} = 1.7$ to be applied to the live load model.
The proposed model does not consider the impact, which must be studied separately. In the absence of dynamic analysis studies, one option is the vertical impact coefficient (CIV) of NBR 7188 [1]. The number of lanes coefficient (CNF) should not be applied, since the truck is considered in a single design lane.

It is important to point out that the proposed model was developed through the analysis of longitudinal load effects. Thus, for slabs and crossbeams, for example, additional studies are required. In addition, the model is appropriate only for new bridge designs that consider unlimited fatigue life.

It is worth remarking that the proposed live load model and the fatigue coefficient can be reassessed by analyzing more databases and with reliability studies. For the AASHTO LRFD [4] calibration, for instance, Wassef et al. [9] used 15 WIM stations, where the ADTT varied from 97 to 4590. The authors evaluated the bias factors in terms of bending moment for simply supported and continuous bridge for five span lengths (9, 18, 27, 36 and 61 meters). The average bias factors varied from 1.34 to 2.07. The average bias factor, considering all stations and spans, was 1.74. After the
statistical analysis of the bias factors, the authors recommended a fatigue coefficient equal to 2.0 to be applied to the
live load model. The coefficient adopted by AASHTO LRFD [4], however, was 1.75.

8 COMPARISON OF MODELS

In Figures 24 to 26, a comparison between the proposed model and the NBR 7188 [1] model is presented. The box
girder section is considered, as shown in Figure 9, and fatigue and impact coefficients are applied. The Ftool
program [18] was used for this. The impact coefficient of NBR 7188 [1], which is also applied to the proposed model,
is calculated according to expression (2), where “L” is the span length. For the NBR 7188 [1] model, the number of
lanes coefficient (CNF) also applies. The fatigue coefficients of the proposed model and the NBR 7188 [1] are 1.7
and 0.5, respectively.

\[
CIV = L + 1.06 \left( \frac{20}{L + 50} \right) \leq 1.35
\]

(2)

Figure 24. Comparison between models for maximum bending moment at span in simply supported bridges.
For short spans (up to 30 m), up to four traffic lanes, it is verified that, in terms of positive bending moment and shear force, the proposed model presents higher load effects. As the deck width or the span length increase, the proposed model tends to present lower load effects. For simply supported bridges with two traffic lanes, for example, the proposed model presents higher load effects up to 50-m span, approximately. For the negative moment in continuous bridges, it appears that, in general, the proposed model presents lower load effects. In this case, the proposed model presents higher load effects only for bridges up to 40-m span with one traffic lane, or for short spans (up to 10 m) up to four traffic lanes. The fact that the current Brazilian model is conservative for bridges with larger extensions and wider decks, is mainly due to the distributed load.

9 FINAL CONSIDERATIONS AND CONCLUSIONS

This work performed an assessment of the Brazilian live load model for fatigue in highway bridges. The present analysis considered real traffic data from two different HS-WIM stations located in two major highways in Brazil: BR-381 and BR-290. This paper also proposed a new fatigue live load model for Brazilian highway bridges. Under the
consideration of unlimited fatigue life approach, bias factors were estimated. A direct comparison between models was presented. Based on this work the following conclusions can be made:

- The current Brazilian live load model does not present uniform bias factors for different span lengths. For large span and multiple lanes bridges, the TB450 presents results that do guarantee unlimited fatigue life for the current truck traffic. On the other hand, for short span bridges, especially with one or two lanes, the current model can not guarantee the same.
- For simply supported girder bridges up to 40-m span, with two lanes (most Brazilian bridges), the factor of 0.8 for TB450 corresponds better to the unlimited fatigue life approach.
- The proposed model, which has a design vehicle more similar to the current Brazilian trucks, presents more uniform bias factors that are consistent with the current traffic.
- For short span bridges up to four lanes, the proposed model presents higher load effects than the ones from the current Brazilian live load model. As more lanes are add or the span length increases, the proposed model tend to present lower load effects compared to TB450.

It is important to note, however, that these findings do not conclude on the safety of the Brazilian live load model, but that it may not guarantee an unlimited fatigue life. To analyze the safety level of the current model and the proposed model, further studies are needed to assess reliability indexes and fatigue life in steel and concrete bridges. In addition, data from more Brazilian highways can be considered.
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Effects of alkali-silica reaction on mechanical behavior of four-pile caps
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Abstract: The structural behavior resulting from alkali-aggregate reactions on four-pile caps was numerically studied using software based on the Finite Element Method. The cracking was analyzed in terms of reduction rates in the mechanical properties of the concrete (compressive strength, tensile strength and modulus of elasticity) as a consequence of the expansion induced by the alkali-aggregate reaction (AAR) referred to in the literature. One option for dealing with changes in mechanical properties, reported as influenced by the reactive aggregate type, environmental conditions and stress state, is to directly use the value of the properties of the material tested in the analysis, an approach adopted in the study and implemented in the analysis. From the results found in the analysis program the three main effects of AAR could be better understood: expansion, cracking and degradation of mechanical properties of concrete.

Keywords: concrete, alkali-aggregate reaction, pile caps, mechanical properties, numerical analysis.

Resumo: Estudou-se numericamente o comportamento estrutural resultante de reações álcali-agregado em blocos sobre quatro estacas utilizando software baseado em Método dos Elementos Finitos. Analisou-se a fissuração considerando taxas de reduções nas propriedades mecânicas do concreto (resistência à compressão, resistência à tração e módulo de elasticidade) consequentes da expansão induzida pela reação álcali-agregado (RAA), existentes na literatura. Uma opção para lidar com as mudanças nas propriedades mecânicas, relatadas como influenciadas pelo tipo de agregado reativo, pelas condições ambientais e pelo estado de tensão consiste em usar diretamente o valor das propriedades do material testado na análise, abordagem que foi adotada na pesquisa e implementada no programa de análise. A partir dos resultados encontrados foi possível compreender melhor os três principais efeitos da RAA: expansão, fissuração e degradação das propriedades mecânicas do concreto.

Palavras-chave: concreto, reação álcali-agregado, blocos sobre estacas, propriedades mecânicas, análise numérica.

1 INTRODUCTION

Assessment of damage to AAR-affected concrete generally depends on the measurement of the expansion, monitoring of cracks and testing the concrete properties. It is well established that sound conventional concrete has high compressive strength and modulus of elasticity, low tensile strength, poor response to uniaxial load (compressive or tensile) and increased ductility and strength (compressive and tensile) in a confined environment. This sensitivity to the confinement state is linked to the presence of minor defects, or even microcracking, which will exist in the concrete. So, even for a non-deteriorated concrete in a triaxial compression state, there will always be local zones in stress within the volume of the material due to its heterogeneous and defective nature.

The literature includes several experimental studies on the alkali-aggregate reaction, namely Gomes [1], for example, who studied experiments on the structural recovery of foundation caps; Sanchez et al. [2] addressed a new method called the accelerated Brazilian concrete prism test (ABCPT), in which the results indicated that that test had great potential to detect aggregate reactivity in current engineering projects; Sanchez et al. [3], who presented test results from the Stiffness Damage Test (SDT) and the microscopic evaluation of the Damage Rating Index (DRI) to assess the level of damage to the AAR-affected concrete. However, there are only a few numerical studies on expressions of such reactions on foundation caps. The purpose of this paper, therefore, is to numerically study the effect of the reductions on the concrete’s mechanical properties (compressive strength, tensile strength and modulus of elasticity) as a result of the AAR-induced expansion in the cracking results in four-pile foundation caps and was based on Gameleira's thesis of doctorate [4]. Moreover, a numerical simulation on the AAR effect on concrete structures is a valuable tool to predict damage, specify repairs and act as support for standard modifications related to structural designs.

2 METHODOLOGY

The methodology consisted of bibliographic research in order to find a theoretical basis for the AAR. It is necessary to have a better understanding of the numerical models presented and the parameters used for each of them. Soon after, from results obtained using analytical models, a numerical analysis was undertaken using the DIANA program [5], [6],[7], based on the finite element method.

For a numerical analysis the behavior of the material was adopted as non-linear. The results of interest were a distribution of cracks and cracking fields of the models in order to study the influence of the variation of the mechanical properties on the materials at different expansion levels.

2.1 Alterations to the design mechanical parameters as a result of AAR

The fact that AAR has harmful impacts on the mechanical properties of the concrete structures is a problem apparent after many investigations. ASTM C1293 [8] and the Canadian CSA-A23.2-14A [9] describe aggregates that cause expansion of more than 0.04% in the concrete as a potentially harmful reaction [10].

In Marzouk and Langdon [11], normal highly resistant concretes show, under the AAR action, a drop in compressive and tensile strength and in the modulus of elasticity, with the modulus of elasticity as the most affected property, since it depends more on changes to the concrete’s microstructure.

When studying concrete samples taken from the drainage gallery of Furnas hydropower plant in Rio Grande, municipality of Alpinopolis (Minas Gerais state), in a study submitted by Hasparyk [12], there was a sharp drop in the modulus of elasticity, but no major alterations to the compressive strength.


Generally AAR causes a very sharp drop in terms of tensile strength and modulus of elasticity. These two properties are far more affected than compressive strength, which only begins to drop significantly with high expansion levels [16]–[19]. The classic AAR effect on the aforementioned concrete’s mechanical properties suggests that microcracking caused by this harmful mechanism can be identified even before the material reaches significant expansion and macrocracking and, possibly, a significant loss of compressive strength [16]. According to ISE [20], the compressive strengths would normally increase in concrete structures exposed to the natural environmental conditions to reach figures beyond the design values (28 days); thus, the loss of compressive strength due to AAR is generally less or similar to the difference between the design and actual strength values measured at any given moment. On the other hand, a significant loss of compressive strength may be found for concrete elements undergoing major expansions (that is, 1 mm/m or 0.10%) [21]-[23]. According to these authors, for expansions of 0.10% or less, it is very likely that the
concrete element, or even the structure, efficiently withstands their active stresses. However, after a 0.30% expansion, a structural evaluation must be undertaken [21]-[23].

Furthermore, Kubo and Nakata [24] reported the results of recent studies showing losses of compressive strength for concretes with expansion levels of more than 0.30%. For expansion levels of 0.50%, the authors observed around 30% losses of compressive strength. In the same study, the authors discovered that neither the water-cement ratio of the concrete mixes nor the aggregates deployed had a significant influence on the compressive strength, at least to the expansion levels of 0.30%. On the other hand, researchers found major differences in the stress/strain behavior (especially for the modulus of elasticity) at similar expansion levels when different reactive aggregates were used. They associated these differences to different crack patterns when different reactive aggregates are used in concrete [24].

However, Naar [25] suggested that the analysis of the reductions in the mechanical properties due to AAR is complicated and many contradictory results feature in the literature. In terms of compressive strength, some authors found losses only at very high expansion levels. In contrast, others found almost no change, or even an increase, in the compressive strength with the expansion increase due to AAR. Considering the loss of the modulus of elasticity, most authors agree with a rapid loss even at low expansion levels (0.0% to 0.05%); losses were reported varying from 20% to 80% of the modulus of elasticity of non-reactive concretes, considered to be a huge variation.

Sanchez et al. [26] measured the influence of the type and nature of the aggregates, together with the sample’s compressive strength, in the mechanical properties of the AAR-affected concrete. Three concrete types were used in this study (25, 35 and 45 MPa), based on which approximately 765 cylindrical test samples (100 mm × 200 mm in size) were molded and then stored in conditions that allow AAR development. When the test samples reached the four expansion levels chosen for this study (0.05%, 0.12%, 0.20% and 0.30%; ± 0.01%), they underwent the stiffness damage test (SDT). The concrete test samples were examined petrographically at the same expansion levels mentioned above, in order to determine the degree of their physical damage. The mixes were tested with the aggregates. The authors discovered that the modulus of elasticity and tensile strength are, in fact, more strongly affected than the compressive strength, but the compressive strength at higher expansion values may drop sharply (30% or less). It was discovered that the last property is related to the microscopic characteristics of AAR deterioration, which tend to start inside the aggregate particles and spread to the cement paste only at moderate and high expansion levels.

Gorga [27] measured the effect of the consequences of the AAR-induced expansion in the mechanical properties of the concrete (compressive strength, tensile strength and modulus of elasticity). These properties are reduced over time and are the direct consequence of physical degradation (that is, cracking) inside the aggregate particles and cement paste.

It is, therefore, evident that the deterioration of the concrete’s mechanical properties is a very important phenomenon directly related to the expansion level, type and nature of the aggregate and compressive strength of the material. Today, however, there is very restricted information about the ratio between the development of the AAR micromechanical characteristics and the losses in the mechanical properties of the AAR-affected concrete.

### 2.2 Numerical analysis

The DIANA software (DIsplacement ANAlyzer) used in the study is a finite element software package based on the displacement method.

The program has been developed since 1972 by engineers from TNO Building and Construction Research Company (Netherlands) and is a powerful tool for concrete simulation, considering complex effects such as cracking, creep, shrinkage, curing, temperature effects, instability, and so on.

DIANA uses parameters of fracture mechanics to describe this behaviour of the concrete. To study concrete cracking the program provides discrete models with interface elements or distributed crack models in fixed or rotational directions.

In the study the distributed crack model was used as being the easiest. The parameters required for the model are as follows: fracture energy in Gf stress (energy required for a unit area of crack), fracture energy in Gc compression, tensile and compressive strength, shear retention factor β and length of crack band h.

Stoner [28] studied the approach of fracture energy to define the tensile behaviour of concrete in stirrup-less beams. Values were analysed provided by equations for estimating fracture energy, in the absence of the test, supplied by: Model Code 1990; Trunk and Wittmann [29], fib Bulletin 42 [30] and Model Code 2010 [31], and the conclusion was reached that the fracture energy calculated according to Model Code 1990 gave more accurate consistent results for all beams studied.

So, in this study the CEB Model Code 1990 [32] was used to estimate the fracture energy, and the Gf value was calculated using Equation 1.
\[ G_f = G_{f0} \left( \frac{f_{ck}}{f_{emo}} \right)^{0.7} \text{[N.mm/mm}^2\text{]} \]  

(1)

where:

- \( f_{emo} = 10 \text{ MPa} \)
- \( G_{f0} \) = basic value of fracture energy, depends on the diameter of the aggregate (Table 1)
- \( f_{ck} \) = characteristic compressive strength of concrete, in N/mm\(^2\)

**Table 1.** \( G_{f0} \) in function of the maximum diameter of the aggregate.

<table>
<thead>
<tr>
<th>( d_{\text{max}} \text{ (mm)} )</th>
<th>( G_{f0} \text{ (N.mm/mm}^2\text{)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>0.025</td>
</tr>
<tr>
<td>16</td>
<td>0.030</td>
</tr>
<tr>
<td>32</td>
<td>0.058</td>
</tr>
</tbody>
</table>

Equation 2 calculated the crack band length, where \( f_t \) is the tensile strength of the concrete and \( \varepsilon_u \) the ultimate tensile strain of the concrete adopted at 0.238% (strain at yield level of a CA-50 steel bar).

\[ \frac{G_f}{h} = \varepsilon_u \cdot f_t \]

\[ h = \frac{2 \cdot G_f}{\varepsilon_u \cdot f_t} \]

(2)

The value of the compressive fracture energy \( G_c \), is between 10 and 25 N.mm/mm\(^2\) that corresponds to a value between 50 and 100 times \( G_f \), as recommended by Feenstra and Borst [33].

The characteristics compressive strength of the concrete \( f_{ck} \) was considered and the concrete’s average tensile strength was calculated from the Equation 3 in NBR 6118 [34].

\[ f_{ct,m} = 0.3 \cdot f_{ck}^{0.7} \text{, for concretes in classes of C50 or less.} \]

(3)

The program provides two Total Strain models that are able to describe the concrete behavior under compressive and tensile stresses based on the stress-strain ratio: the Total Strain Rotating Crack Model and Total Strain Fixed Crack Model. These models satisfactorily represent the ultimate and service limit states of reinforced concrete structures.

The Total Strain Fixed Crack Model was used for the study, which stays in the crack direction as it spreads through the concrete.

The input data of this model are: longitudinal modulus of elasticity of the material, Poisson’s ratio, tensile and compressive strength and the concrete compressive and tensile behavior curves.

For the study, the exponential curve for the concrete’s tensile behavior and the parabolic curve for the concrete’s compressive behavior were used.

The concrete numerical simulation adopted a 20-node isoparametric solid element with quadratic interpolation for displacement, HE20 CHX60. Each node represents three degrees of freedom, which are the displacements in x, y and z directions.

For reinforcement a resource of the program called embedded reinforcement was used, designed to stiffen the fine elements of the model. By fitting this resource into the mesh of finite elements representing the concrete, the software simulates the presence of reinforcement in that specific region. This method does not have its own degrees of freedom and, as a standard, its strains are counted from the strain field of the elements where it is inserted. This is why it cannot be considered a finite element.
The reinforcement requires perfect adhesion between reinforcement and concrete, and only with the inclusion of interface elements is it possible to consider that the adhesion between reinforcement and concrete is not perfect. By means of “embedded reinforcements” non-linearity can be included in the reinforcement behavior, such as steel hardening and plasticization. The embedded reinforcements help in fast and simplified creation of the finite element mesh, attributing practicality to the model’s creation.

This study involved the use of: $G_c = 100G_f$, $\beta = 0.99$ while the Regular Newton-Raphson method was used to solve non-linear equation systems, with an energy convergence criterion and tolerance of 0.1.

The analysis adopted the following steps: definition of the properties of materials, type of finite element to be used, mesh, actions and contour conditions.

For the numerical simulation of the foundation caps complete models were used; that is, without taking into account the benefits introduced by symmetry.

The pile models were defined as rectangular to facilitate the construction of the numerical mesh. The piles and pillars were modeled with the height of the block, a procedure normally adopted in experimental tests.

A four-pile cap was used, undergoing the centered force action, with a square 40 cm x 40 cm pillar and square piles with section 40 cm x 40 cm and a failure load of 472 tf.

For the finite element mesh, a mapped mesh was chosen, to enable obtaining good results without needing a larger degree of discretization, which would not be possible when automatically using a mesh division. Every analysis was made with the size of the line divisions, that is, 50 mm distance between the nodes. For this division, 17545 nodes, 3984 elements and an average processing time of 5 h 30 min were created. Figure 1 shows the modeled caps with the mapped mesh and Figure 2 shows the cap reinforcements.

![Finite element mesh. (a) front view and (b) perspective.](image1)

![Reinforcement of four-pile caps.](image2)
For the foundation caps, contour conditions were defined (Figure 3a) that restricted all nodes on the surface of the caps on plane xz, in the two directions and in the normal direction to this plane; that is, the three directions were restricted. The intention of preventing model rotation is due to the idea of studying the cap behavior, keeping conditions coherent with those of an experimental test. For the loading condition (Figure 3b), applying an action in form of distributed pressure on the top cross-section area of the pillar was considered, in a negative direction of z.

![Figure 3. (a) Contour conditions in piles. (b) Action applied as pressure on the pillar.](image)

The piles and pillar were modeled considering C50 concrete and the cap with C20 concrete, since the purpose of the study is to analyze the cap. Table 2 describes the concrete physical properties of the caps, piles and pillars.

<table>
<thead>
<tr>
<th></th>
<th>Compressive strength $f_{cm}$ (MPa)</th>
<th>Tensile strength $f_{ct,m}$ (MPa)</th>
<th>Modulus of elasticity $E_{cs}$ (MPa)</th>
<th>Poisson’s ratio $\nu$</th>
<th>Energy of fracture $G_f$ (N.mm/mm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cap</strong></td>
<td>20</td>
<td>2.21</td>
<td>21287.37</td>
<td>0.2</td>
<td>0.048735</td>
</tr>
<tr>
<td><strong>Pillar</strong></td>
<td>50</td>
<td>-</td>
<td>33658.28</td>
<td>0.2</td>
<td>-</td>
</tr>
<tr>
<td><strong>Pile</strong></td>
<td>50</td>
<td>-</td>
<td>33658.28</td>
<td>0.2</td>
<td>-</td>
</tr>
</tbody>
</table>

The reinforcement steel considered a modulus of elasticity of 210 GPa, Poisson’s ratio of 0.3 and characteristic yield strength of 500 MPa.

A pressure of 1 MPa was applied to the top of the pillar. Consequently, the program makes an increase to the same pressure value, while permitted, and the actual program corrects the increased value if necessary. For the distributed cracking model used a maximum number of 50 interactions was permitted.

### 3 RESULTS AND DISCUSSIONS

First, in the literature experimental data show that there is the drop in AAR-affected concrete mechanical properties compared to healthy concrete. There are two options to address the changes in the mechanical properties, reported as influenced by the type of reactive aggregate, environmental conditions and stress state. One alternative consists of directly using the value of the properties of the material tested in the analysis. The other option evaluates the compressive and tensile stresses, and the modulus of elasticity as a result of the free expansion based on constitutive equations. Both options disregarded the directional nature of the degradation in the mechanical properties caused by the stress level. The first approach was adopted in the study and implemented in the analysis program.
The reductions established in the study by Sanchez et al. [3], described in Table 3, were applied in order to study the distribution of cracking in the cracking fields along these reductions.

Table 3. Reduction rates in the mechanical properties of concrete submitted to AAR according to the expansion level.

<table>
<thead>
<tr>
<th>Expansion level benchmark (%)</th>
<th>Minimum values Reduction by AAR</th>
<th>Average values Reduction by AAR</th>
<th>Maximum values Reduction by AAR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Modulus of elasticity (%)</td>
<td>Compressive strength (%)</td>
<td>Tensile strength (%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.05</td>
<td>5</td>
<td>0</td>
<td>15</td>
</tr>
<tr>
<td>0.12</td>
<td>20</td>
<td>5</td>
<td>40</td>
</tr>
<tr>
<td>0.2</td>
<td>35</td>
<td>13</td>
<td>45</td>
</tr>
<tr>
<td>0.3</td>
<td>40</td>
<td>20</td>
<td>50</td>
</tr>
</tbody>
</table>

Source: Adapted from Sanchez et al. [3].

Although the analysis of the reductions in the mechanical properties as a result of the expansion due to the AAR is complicated, and there are many contradictory results in the literature, the choice of parameters studied by Sanchez et al. [3] was due, from among the authors that related the degradation of concrete mechanical properties to the expansion due to the AAR, described herein, and is experimental study that provided the most complete parameters on the subject.

The first model was called a benchmark model in which reduction rates were not applied to the mechanical properties due to the AAR. Then there are the models numbers 1 to 4, 5 to 8 and 9 to 12, to which the minimum, average and maximum reduction rates of the mechanical properties were applied according to the expansion level. Table 4 shows the input data in the program for these models.

Table 4. Input data of models.

<table>
<thead>
<tr>
<th>Models (four-pile caps)</th>
<th>Modulus of elasticity (MPa)</th>
<th>Compressive strength (MPa)</th>
<th>Tensile strength (MPa)</th>
<th>Expansion level (%)</th>
<th>Length of crack band h (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benchmark</td>
<td>21287.37</td>
<td>20</td>
<td>2.21</td>
<td>0</td>
<td>18.52764</td>
</tr>
<tr>
<td>Minimum values reduction in mechanical properties due to AAR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>20223.00</td>
<td>20</td>
<td>1.88</td>
<td>0.05</td>
<td>21.79772</td>
</tr>
<tr>
<td>2</td>
<td>16598.69</td>
<td>19</td>
<td>1.28</td>
<td>0.12</td>
<td>30.82667</td>
</tr>
<tr>
<td>3</td>
<td>12906.09</td>
<td>17.4</td>
<td>1.11</td>
<td>0.2</td>
<td>33.53064</td>
</tr>
<tr>
<td>4</td>
<td>11424.00</td>
<td>16</td>
<td>0.95</td>
<td>0.3</td>
<td>36.78072</td>
</tr>
<tr>
<td>Average values reduction in mechanical properties due to AAR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>16130.32</td>
<td>18.4</td>
<td>1.29</td>
<td>0.05</td>
<td>29.80036</td>
</tr>
<tr>
<td>6</td>
<td>12906.09</td>
<td>17.4</td>
<td>0.95</td>
<td>0.12</td>
<td>39.23798</td>
</tr>
<tr>
<td>7</td>
<td>9962.49</td>
<td>16.2</td>
<td>0.81</td>
<td>0.2</td>
<td>43.80475</td>
</tr>
<tr>
<td>8</td>
<td>8308.95</td>
<td>14.4</td>
<td>0.66</td>
<td>0.3</td>
<td>49.52947</td>
</tr>
<tr>
<td>Maximum values reduction in mechanical properties due to AAR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>12364.37</td>
<td>17</td>
<td>0.79</td>
<td>0.05</td>
<td>46.06882</td>
</tr>
<tr>
<td>10</td>
<td>9520.00</td>
<td>16</td>
<td>0.67</td>
<td>0.12</td>
<td>52.54389</td>
</tr>
<tr>
<td>11</td>
<td>7374.16</td>
<td>15</td>
<td>0.55</td>
<td>0.2</td>
<td>61.16945</td>
</tr>
<tr>
<td>12</td>
<td>5663.60</td>
<td>13</td>
<td>0.41</td>
<td>0.3</td>
<td>73.05412</td>
</tr>
</tbody>
</table>

Table 5 and Figure 4 provide the results relating a maximum crack opening (mm) and expansion level (%) of the models studied for the ultimate force of each model. It is found that the maximum opening of cracks increases with the expansion level. This crack opening behavior can be explained through the damage model used in the numerical simulation.

The Smeared Crack Model treats concrete as a heterogeneous material, which when accompanied by reinforcement, is able to form multiple small cracks, which in high load stages will combine and form one major crack or more [35].
Figure 4. Maximum crack opening versus expansion level.

Table 5. Maximum crack opening versus expansion level.

<table>
<thead>
<tr>
<th>Models (four-pile caps)</th>
<th>Expansion level (%)</th>
<th>Maximum crack opening (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benchmark</td>
<td>0</td>
<td>0.149</td>
</tr>
<tr>
<td>Minimum values of reduction in mechanical properties due to AAR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.05</td>
<td>0.191</td>
</tr>
<tr>
<td>2</td>
<td>0.12</td>
<td>0.226</td>
</tr>
<tr>
<td>3</td>
<td>0.2</td>
<td>0.284</td>
</tr>
<tr>
<td>4</td>
<td>0.3</td>
<td>0.272</td>
</tr>
<tr>
<td>Average values of reduction in mechanical properties due to AAR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.05</td>
<td>0.181</td>
</tr>
<tr>
<td>6</td>
<td>0.12</td>
<td>0.299</td>
</tr>
<tr>
<td>7</td>
<td>0.2</td>
<td>0.359</td>
</tr>
<tr>
<td>8</td>
<td>0.3</td>
<td>0.442</td>
</tr>
<tr>
<td>Maximum values of reduction in mechanical properties due to AAR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.05</td>
<td>0.342</td>
</tr>
<tr>
<td>10</td>
<td>0.12</td>
<td>0.479</td>
</tr>
<tr>
<td>11</td>
<td>0.2</td>
<td>0.548</td>
</tr>
<tr>
<td>12</td>
<td>0.3</td>
<td>0.641</td>
</tr>
</tbody>
</table>

The crack opening for foundation caps must have a restricted value since they are structures in direct contact with the ground. Standard NBR 6118 [34] makes reference to openings of less than 0.3 mm in elements of environmental aggressiveness class II and III. So, the benchmark model (without AAR) is within that set out by the standard. For models with reductions due to the AAR, the models had crack openings of more than 0.3 mm based on the average reductions in the 0.2% expansion level.

Figures 5 and 6 show cracking fields in the failure for the non-AAR model and for the model with maximum reduction rate of AAR-affected mechanical properties, respectively. The cracking fields show crack openings wider than 0.1 mm. For the AAR-affected foundation caps the main visual inspection points to check the cracking are the top part of the cap and side surfaces.
In general, the cracking fields clearly showed an increase in AAR due to the expansion rate, since the crack opening tended to widen. And this is in accordance with distributed cracking model adopted in the simulation, where the cracks spread along the element after the load was applied.

It may also be found that the wider cracks occurred at the cap bases, close to the cap centers (directly below the pillars’ position), confirming the places where the major strains of the structure occur.

According to Meléndez et al. [36], one of the main failure modes in four-pile foundation caps is shearing in the rod due to cracks caused by the concrete’s compressive softening. It was, therefore, found that the AAR models had more cracks in the rod region, thereby further impairing the cap’s capacity. Probably the cause is the perpendicular tensile stress on the rod.

4 CONCLUSIONS

The reduction in mechanical properties impacted the crack opening. It is found that the cracks widen in size and quantity according to the increase in the expansion level (from 0.05% to 0.30%).

The distributed crack model used by the program is able to form multiple small cracks per unit of length, distributed over a certain area. These cracks may spread as unit cracks after loading, providing higher values than reported in the article, which is consistent with results in AAR-impacted structures.

AAR models were found to have more cracks in the region of the rods, further impairing the cap capacity. It is likely that the cause is the perpendicular tensile stress on the rod.

As the expansion level increases the load from the start of cracking was less consistent with the structure’s state of degradation due to AAR action.

In general, the cracking fields clearly portray the expected result for AAR-affected concretes. The crack openings were relatively wider in models with reductions in the mechanical properties due to the AAR than for the non-AAR model.

After the different simulations performed it may be said that the non-linear analysis for the AAR problem can accurately capture the behaviors referring to the cracking of the analyzed cap.
Lastly, this study includes the understanding of the three main AAR impacts: expansion, cracking and degradation of the concrete’s mechanical properties. And it is evident that the deterioration of the mechanical properties is related to AAR-induced expansion.
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Abstract: The reinforcement’s depassivation in reinforced concrete structures occurs when the chloride concentration at the reinforcement’s interface reaches the threshold content. The depassivation phenomenon starts the propagation period, in which huge mechanical degradation processes are triggered. Moreover, it is well established that the propagation period is considerably shorter than the initiation period. Therefore, the accurate prediction of the corrosion time initiation is a major issue in structural durability domain. This study presents a transient formulation based on the Boundary Element Method (BEM) for the corrosion time initiation assessment. The diffusion fields evaluated by the BEM are utilized into a probabilistic framework, which enables the assessment of probabilistic values for corrosion time initiation. Therefore, the formulation handles properly the uncertainties in this problem, which is largely subjected to randomness. Three applications are presented. The robustness and accuracy of the proposed approach over classical analytical models are highlighted.
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INTRODUCTION

The reinforced concrete (RC) structures have been widely utilized worldwide. The success of this structural system, particularly in civil engineering applications, may be attributed to some of its characteristics such as the adequate mechanical strength, affordability, versatility, chemical and thermal protection of steel, durability in addition to the financial aspects. Nevertheless, pathological problems reduce the service life of such structures. Among these problems,
sulphate expansion, alkali-aggregate reaction, leaching and reinforcements’ corrosion are mentioned [1]–[3]. Moreover, it is worth highlighting that the reinforcements’ corrosion have caused enormous economic loss worldwide. It is estimated that the costs with inspection, maintenance and repair caused by reinforcements’ corrosion reach 4% of the Gross Domestic Product (GDP) in industrialized countries and exceeds US$ 1.8 trillion worldwide [4], [5].

The reinforcements’ corrosion occurs through chemical and/or electrochemical reactions. In RC structures, the reinforcements are protected against such reactions by the passivating layer. This thin layer surrounding the reinforcements is chemically stable because of the alkalinity of the aqueous solutions at the concrete pores. Nevertheless, the chemical effects of Cl- ions into the concrete pores disturb the chemical stability of this layer [6]–[8]. Particularly, the corrosion process triggers when the Cl- concentration at the passivating layer reaches the threshold content. In this case, the depassivation phenomenon occurs.

The classic approach for RC durability assessment divides the structural service life into two periods: initiation period and propagation period [9], [10]. The initiation period concerns the time span from the construction until the reinforcements’ depassivation. This period is governed by diffusion-like transport mechanisms such as the Cl- into the concrete pores. On the other hand, the propagation period refers to the reinforcements’ mass loss and the mechanical degradation properties along time. It is well-established that the propagation period is shorter than the initiation period [11], [12]. Because the corrosion products occupy larger volume than the initial configuration, internal stresses lead to the cracking and spalling, as observed in Figure 1. Then, the accurate prediction and modelling of the initiation period have major importance for structural engineering applications in order to avoid and to prevent complex and faster mechanical degradation phenomena.

![Figure 1 – Reinforcements’ corrosion in a reinforced concrete column.](image)

The Cl- ions ingress into the concrete pores involves dynamic and nonlinear processes, which include several transport mechanisms such as ionic diffusion, capillarity absorption, advection, chemical activity, permeation and dispersion [13]–[15]. In spite of the large complexity of this phenomenon, it is often modelled exclusively through the diffusion-like transport mechanism [16]–[18]. The pure diffusion assumptions are properly applied when saturated conditions are observed in concrete pores. It is worth mentioning that when tidal zones are accounted, the Cl- ingress has significant influence of capillarity absorption in addition to advection.

The chloride diffusion process is commonly modelled through analytical or empirical approaches available in the literature [19]–[21]. Among them, it is worth citing the Fick’s approach [22]–[25]. The first Fick’s law is applicable for steady-state processes. The second Fick’ law, which represents the transient condition, is written as a function of time. The latter law of diffusion assumes the material as homogeneous, isotropic and inert. Moreover, the material properties during the diffusion phenomenon are assumed as equal along all directions and remain constant along time [26], [27]. In addition, the Fick’s law solution is obtained from semi-infinite domains, in which the boundary conditions are assumed as constant along time and the flux occurs in one-directional form. It is worth
stressing that, in spite of been largely utilized in the literature, the Fick’s approach incorporates inherent strong simplifications, which make it non-robust and inaccurate for a large amount of applications.

To handle properly the Cl\(^-\) diffusion into concrete pores, numerical methods have been successfully applied along the last years. Among them, it is worth citing the Finite Element Method (FEM), which was largely utilized for this purpose [28]–[32]. In addition, improved FEM approaches, such as the eXtended FEM (XFEM) has been also utilized for solving this problem [33], [34]. In the latter case, improved shape functions enable the accurate representation of the diffusion fields. In both cases, domain meshes are required, i.e. domain approximation, in spite of the boundary conditions are applied at the bodies boundaries. Moreover, both approaches require much finer discretisation in both the spatial and temporal domains, which results in large amount of unknowns and large computational time consuming.

Alternatively, the Boundary Element Method (BEM) handles accurately the diffusion modelling. In this numerical method, the governing differential equations are written into integral form at the body’s boundary. Then, the BEM enables the mesh dimensionality reduction by one order. Moreover, the BEM does not require a domain mesh for solving the boundary value problem. Therefore, the internal diffusion fields are accurately determined since the boundary values are properly assessed [35]. This characteristic has major importance for assessing the corrosion time initiation because the Cl\(^-\) concentration along time and along the material domain is accurately determined by the BEM. Thus, this characteristic makes the BEM accurate for solving the corrosion time initiation problem. In addition, the diffusion problem is solved by small algebraic system of equations (in comparison with domain methods) because the mesh is positioned solely at the boundary [35], [36]. In spite of the above-mentioned advantages, the BEM has been marginally utilized for handling the corrosion time initiation problem. Particularly [37], [38], utilized the diffusion BEM formulation for assessing the chloride distribution along the concrete cover. The propagation period is modelled through commercial BEM and FEM software by Warkus et al. [39], in which the BEM advantages are highlighted. Chen and Leung [40] studied the durability of RC structures subjected to reinforcements’ corrosion using the BEM approach. Thus, the present research contributes with this scientific domain by utilizing the transient BEM approach for the solution of time-dependent chloride diffusion into the concrete pores.

In spite of the large efforts dedicated towards the development of robust and general approaches for diffusion modelling, most of the models available in the literature utilize deterministic approaches for this purpose [11]. Moreover, it is well-known that the diffusion phenomenon is subjected to large randomness. Among the observed randomness aspects, it is worth citing: chloride binding capacity [41], [42], time and space effects on the coefficient of diffusion [43], [44], external variation of chloride concentration along time [45], [46], chemical composition of concrete [47]–[49], concrete curing process [21], [50], [51], critical chloride content [52], among others. Therefore, this complex engineering problem is solely analysed properly in the context of accurate numerical formulations coupled to probabilistic approaches. Then, the present study contributes with this scientific domain by coupling an accurate approach for diffusion with a probabilistic framework.

It is worth mentioning that the concepts of probabilistic modelling and life cycle are not included explicitly in several RC design codes. However, these concepts have evolved considerably in the last years. Significant advances were achieved concerning the design, monitoring, maintenance and repair phases [53], [54]. Nevertheless, these studies do not account for robust numerical approaches for representing the diffusion problem, which highlight the importance of the model proposed in the present study.

In this context, the present study proposes a diffusion-probabilistic framework for the robust and accurate modelling of Cl\(^-\) diffusion into concrete pores. The proposed model handles the corrosion time initiation taking into account the inherent problem randomness. The diffusion process is modelled by the BEM, in which transient conditions are accounted. Therefore, time dependent boundary conditions are properly represented by the BEM. Moreover, the BEM model is capable of simulating multi-directional domain flux caused by external Cl\(^-\). It is worth mentioning that these aspects make the proposed model superior to the empirical approaches utilized in the literature. High-order boundary elements are available for spatial integration. The temporal integration is performed by the constant approach. The randomness’s are quantified by the Monte Carlo simulation method. This approach has been utilized because of the adequate computational performance of the BEM model. Moreover, because domain mesh (domain approximation) is not required by BEM, accurate values for Cl\(^-\) concentration at the material domain are assessed.

The proposed approach is applied in the analysis of three applications. The first application handles the comparative analysis against the Fick’s modelling, in which the robustness of the BEM is demonstrated. The limitations of the analytical approach are also emphasized. The second and third applications concern the analyses of complex RC cross-sections, in which complex boundary conditions are applied along time. In both cases, accurate responses are obtained.
2 THE BOUNDARY ELEMENT FORMULATION

2.1 Governing Equations and Boundary Integral Equation

Classical potential problems are properly represented by the Poisson’s equation. This equation enables the representation of thermal conductivity, torsion, conduction of fluids, among others, accounting for time independent conditions. The Poisson’s equation is written as follows:

\[ \nabla^2 u + b = 0 \]  

(1)

where \( u \) is the potential and \( b \) represents the domain term. When the domain term is nil, a particular case is obtained, which is named as Laplace.

Equation 1 is solved by enforcing boundary conditions as follows:

- Essential: \( u = \pi \) in \( \Gamma_1 \)
- Natural: \( q = \overline{q} = \frac{du}{d\eta} \) in \( \Gamma_2 \)

in which \( \pi \) indicates the prescribed potential value, \( \overline{q} \) represents the prescribed flux value, \( \Gamma_1 \) and \( \Gamma_2 \) are the boundaries where potential or flux are prescribed, respectively. The flux is defined as \( q = \frac{du}{d\eta} \), which is the directional derivative of \( u \) in relation to the outward normal vector \( \eta \), as illustrated in Figure 2.

![Figure 2 – Domain, boundaries and outward vector](image)

Equation 1 represents properly the values of potential and flux for time independent conditions. Therefore, this approach is not accurate for representing the evolution of these diffusion fields during transient analyses. To incorporate time dependent boundary conditions or even for analysing the evolution of the diffusion fields along time, the transient approach must be accounted. The differential equation that governs the transient potential problem is the following:

\[ \nabla^2 u - \frac{1}{\kappa} \frac{\partial u}{\partial t} = 0 \]  

(2)

where \( \kappa \) is the domain-related parameter, such as thermal diffusivity or diffusion coefficient and \( t \) is time. The last equation is solved by enforcing the boundary conditions, similarly as described for Equation 1. Then, the potential and flux values at the boundary must be prescribed at each time step. It is worth mentioning that the diffusion problems...
analysed in the present study apply Equation 2. In such case, the potential values represent the chloride concentration along time whereas the flux represents the chloride flux along the time.

The differential equation Equation 2 can be transformed into a boundary integral representation by utilizing either the Laplace transform, the finite differences technique or the fundamental time dependent solutions [35], [55]–[57]. The latter approach is utilized in the present study. The boundary integral representation for the transient problem is achieved by applying the Green’s second identity at the Equation 2. Afterwards, the integration by parts is applied. Finally, the usual limit process, necessary to evaluate the integral equation at the boundary, is performed. The above-mentioned procedures lead to the following integral representation, in which spatial and temporal integrations are required:

\[
c(\xi)u(\xi, t) = \kappa \int_{\Gamma_0} q(\xi, t)u^* (\xi, \xi, t_F, t) d\Gamma(\xi) dt - \kappa \int_{\Gamma_0} u(\xi, t)q^* (\xi, \xi, t_F, t) d\Gamma(\xi) dt
\]

(3)

where \( \xi \) refers to the source points, \( \xi \) represents the field points, \( t_0 \) indicates the initial time, \( t_F \) is the observation time, \( u^* \) and \( q^* \) are the fundamental time-dependent solutions for potential and flux, respectively, and \( c \) is the free term. The parameter \( c \) is equal to 1 for source points positioned at the domain. Otherwise, this parameter is equal to 0.5 for source points positioned at smooth boundary geometries. In two-dimensional case, the fundamental solutions are the following [35], [58]:

\[
u^*(\xi, \xi, t_F, t) = \frac{1}{4\pi \kappa t} \exp\left(-\frac{r^2}{4\kappa t}\right)
\]

(4)

\[
q^*(\xi, \xi, t_F, t) = \frac{\partial r}{\partial \eta} \frac{1}{8\pi \kappa t^2} \exp\left(-\frac{r^2}{4\kappa t}\right)
\]

(5)
in which \( r = t_F - t \), \( r \) indicates the distance between the source \( \xi \) and the field \( \xi \) points and \( \frac{\partial r}{\partial \eta} = r_k \eta_k \).

2.2 Algebraic Equations

The potential and flux values at the boundary for a given time step are evaluated by Equation 3. Thus, spatial and temporal integrations must be performed to solve this equation. The spatial integration is performed by dividing the boundary geometry into boundary elements over which geometry and diffusion fields are approximated by shape functions. In the present study, polynomial functions are utilized for this purpose. The temporal integration is performed accounting for constant approximation. In the latter case, the time dependent kernels required by the BEM are integrated analytically.

Therefore, the discretisation of the body’s boundaries \( \Gamma \) into \( Ne \) boundary elements, the discretisation of the time interval \( t_F - t_0 \) into \( Nt \) time steps and inverting the integration order lead to the following:

\[
c_i u_i^{Nt} = \kappa \sum_{j=1}^{Nt} \frac{t^j}{t^j} \int_{t^j}^{t^j} u^* dt \int_{\Gamma_j} q^* d\Gamma_j
\]

(6)
in which \( u_i^{Nt} \) indicates the potential value at the time \( t_i^{Nt} \) for a given source point \( i \). The last equation is rewritten bearing in mind that functions \( u^* \) and \( q^* \) are constantly integrated along time during each time step. In addition, it is assumed that source points are positioned at smooth boundaries. Thus:
\[
0.5u^N_i = \kappa \sum_{k=1}^{N_e} \left[ \sum_{j=1}^{N_e} q^k \int_{\Gamma_j} u^i d\Gamma_j - \kappa \sum_{j=1}^{N_e} \sum_{k=1}^{N_e} u^k \int_{\Gamma_j} q^i d\Gamma_j \right]
\]  

(7)

Because the temporal integration is constantly performed, the last equation is rewritten as follows [35]:

\[
0.5u^N_i = \kappa \sum_{k=1}^{N_e} \left[ \sum_{j=1}^{N_e} q^k \int_{\Gamma_j} U^i d\Gamma_j - \sum_{j=1}^{N_e} Q^k \int_{\Gamma_j} d\Gamma_j \right]
\]  

(8)

in which the analytical evaluation of the fundamental solutions along time lead to the following [35]:

\[
U^i_k = \int_{\Gamma_j} u^i d\Gamma_j = \frac{1}{4\pi\kappa} \left[ E_1 \left( \frac{r^2}{4\kappa(x-r)^2} \right) - E_1 \left( \frac{r^2}{4\kappa(x-r)^2} \right) \right]
\]  

(9)

\[
Q^k_k = \int_{\Gamma_j} q^i d\Gamma_j = \frac{1}{2\pi\kappa \eta} \frac{\partial}{\partial r} \left( \exp \left( -\frac{r^2}{4\kappa(x-r)^2} \right) - \exp \left( -\frac{r^2}{4\kappa(x-r)^2} \right) \right)
\]  

(10)

where \( E_1 \) represents the exponential-integral function.

As usual in BEM, Equation 8 is rewritten in terms of the influence matrices \( H \) and \( G \). Thus:

\[
0.5u^N_i = \sum_{k=1}^{N_e} \sum_{j=1}^{N_e} G_k^i q_j^k - \sum_{j=1}^{N_e} H_k^i u_j^k
\]  

(11)

where \( H \) and \( G \) are the influence matrices containing the integral kernels as follows:

\[
G_k^i = \int_{\Gamma_j} U^i d\Gamma_j
\]  

(12)

\[
H_k^i = \int_{\Gamma_j} Q^i d\Gamma_j
\]  

(13)

\[
H_k^i = \begin{cases} H_k^i + 0.5 & \text{if } k = i \text{ and } i = j \\ H_k^i & \text{otherwise} \end{cases}
\]  

(14)

Thus, the classical BEM system of equations is obtained as follows:

\[
HU = GQ
\]  

(15)

where \( H \) and \( G \) are \( N \times N \) matrices containing the influence coefficients obtained from Equation 13 and Equation 14. \( N \) indicates the amount of collocation points into the boundary mesh.

The final system of equations is obtained by imposing the boundary conditions of the analysed problem into Equation 15. Then, the unknown values at the boundary are moved to the left side of the equation whereas the known
values are moved to the right side. This process is accompanied by the columns exchange between $H$ and $G$ matrices, which leads to the following:

$$AX = F$$  \hfill (16)$$

where $A$ is a matrix composed of the coefficients from $H$ and $G$ associated with the unknown values, $X$ is a vector containing the unknown values at the boundary and $F$ is a vector obtained from the multiplication of the known values and their respective coefficients. The solution of Equation 16 provides the unknown values at the body’s boundary.

Because transient analysis is performed, the diffusion fields at the present time are functions of the time history field values. Therefore, a time marching process is required. The constant approach is applied in the present model. Thus, the marching process is as follows [35]:

$$H_i U_{i,f} = G_i Q_i + S_f$$  \hfill (17)$$

in which $S_f$ is evaluated as follows:

$$S_f = \sum_{j=1}^{f-1} H_j U_j + \sum_{j=1}^{f-1} G_j Q_j$$  \hfill (18)$$

Then, the $S_f$ vector is added to the $F$ vector contained in Equation 16 to account for the time history effects.

The integration of the above-presented kernels is performed numerically. Nevertheless, the singular nature of the fundamental solutions requires special attention. The standard Gauss-Legendre quadrature is utilized when the integrated boundary element does not contain the source point. In this case, the kernels are regular. The kernels are improper for singular elements, i.e., when the integrated boundary element contains the source point. For such case, the singularity-subtraction method is utilized. By this approach, an auxiliary kernel with the same singularity order is subtracted and added to the original singular kernel. The procedure leads to a regular integral and to a new singular kernel, in which the latter has analytical solution. Then, the regular part is evaluated by the standard Gauss-Legendre quadrature whereas the analytical solution is achieved by the Cauchy principal value. This procedure enables the diffusion analyses accounting for high-order boundary elements. In addition, curved geometries are properly analysed. The analytical solution provided by the Cauchy principal value is demonstrated in Appendix A.

It is worth mentioning that Equation 6 enables the assessment of internal potential fields, in addition to the boundary values as previously mentioned. In such case, the free term $c$ equals 1 because the source point is positioned in the domain. Because the kernels are regular for such case, all integrals are evaluated using the standard Gauss-Legendre quadrature.

3 UNCERTAINTY QUANTIFICATION MODELLING

The probabilistic approaches enable the assessment of the probability of failure, $P_f$, accounting for specific failure scenarios, which are formally named as limit states. In such analysis type, the set of random variables $X = [x_1, x_2, \ldots, x_n]^T$ must be initially identified. Then, individual probability distributions are attributed to such variables for modelling the individual randomness.

Afterwards, the failure modes must be defined/identified. The limit state function, $G(X)$, for each failure mode is defined, which separates the random space into two parts: the safe domain, $G(X) > 0$, and the failure domain, $G(X) < 0$. The $G(X) = 0$ indicates the interface between the domains, which is named as the limit state itself. Therefore, the probability of failure indicates the probability of the structural system does not accomplish one or more than one design requirements.

It is worth mentioning that explicit expressions for limit states are not usually available in complex engineering problems. Particularly, when numerical models represent the phenomenon behaviour, solely the limit state values are known at an informed amount of points. The probability of failure is assessed by the integration of the joint density function along the failure domain [59]. Therefore, the probability of failure is evaluated as follows:
\[ p_f = P[G(X) < 0] = \int_{g(x) < 0} f_X(x) \, dx \]  

(19)

in which: \( f_X(x) \) is the joint density function of the random variables \( X \).

The explicit assessment of Equation 19 for complex engineering problems is impossible because the limit state function and consequently the failure and safe domains descriptions are implicit. Therefore, for such particular case, this integral is evaluated by simulation techniques. The most important simulation technique is the Monte Carlo simulation method (MCSM). In a brief overview, the MCSM assesses the probability of failure from a sampling of random variables, which simulates the limit state function. Then, the structural failure is observed when the sampling points leads to the failure domain. Otherwise, safe condition is observed. The probability of failure is assessed by the simulation technique through the ratio between the sampling points at the failure domain and the total amount of simulations. Thus:

\[ \frac{nt \cdot \int f_X(x) \, dx}{\sum_{j=1}^{nt} I[x_j]} = \frac{nf}{nt} \]  

(20)

in which \( nt \) is the sampling range and \( nf \) the amount of observed failures. \( I[x] \) is 1 for failure condition and nil for safe condition.

This simulation technique requires wide range of sampling for describing properly the failure and safe domains and, consequently, for achieving accurate results. Consequently, non-efficient numerical models lead to the unreliable coupling approaches. Nevertheless, the MCSM is utilized in the present study because the BEM formulation is efficient in terms of computational cost. It is worth citing that convergence analyses are recommended to verify the accuracy of the results obtained throughout the simulations. Convergence rate and its stability are directly influenced by the amount of random simulations.

It is worth mentioning that gradient-based techniques, such as First Order Reliability Method (FORM) or Second Order Reliability Method (SORM) could be applied for solving Equation 19. However, these methods require derivatives of the limit state functions, which, in such case, are assessed numerically. In addition to the numerical errors associated to the derivatives evaluation, the gradient-based techniques may lead to the local minima solutions. Therefore, in spite of the computational cost associated to the MCSM, it is certainly more robust than the gradient-based approaches.

In the present study, the limit state function depends on the time as follows:

\[ G(X) = R(X) - S(X,t) \]  

(21)

in which \( R \) indicates the chloride threshold content value, which is a function of the concrete composition. Then, \( R \) indicates the material resistance against depassivation. \( S \) represents the chloride concentration at the analysed point. In the present study, the BEM model determines the chloride concentration value along time for the analysed point. Therefore, the \( S \) is assessed by the BEM whereas \( R \) is informed during the analysis. Then, the \( S \) value is a function of the material properties, structural geometry and chloride concentration at the exterior boundary. It is worth stressing that \( S \) is accurately evaluated by the BEM because of the method characteristics mentioned in section 2.

4 SUMMARY OF THE PROPOSED NUMERICAL MODEL

The diffusion-probabilistic model proposed in the present study runs as summarized in Figure 3. Then, the MCSM is initialized, in which a sample for the random variables is generated. It is worth stressing that these samples are generated as a function of the statistical distribution type, mean and coefficient of variation assigned for each random variable. These information enable the input for the BEM diffusion model.

The potential, i.e., the chloride concentration, at the material domain along time is determined by the BEM accounting for the sample values. As illustrated in Equation 21, failure occurs at a given time step \( k \) when the chloride concentration at the analysed point is higher than the chloride threshold content. Otherwise, safe condition is observed.
5 APPLICATIONS

The diffusion-probabilistic framework proposed in the present study is utilized in the analysis of three applications. The first application concerns the deterministic comparison among the responses of the BEM and the Fick’s law. This application illustrates the limitations of the Fick’ law in general diffusion problems. The probabilistic modelling is included in the second and third applications. The second application handles the probabilistic diffusion modelling accounting for a rectangular cross-section. Similar analysis is performed in the third application, in which a T-shape cross-section is accounted. The statistical distribution assigned for each random variable is based on the literature references, especially [20], [60].

5.1 Application 1

The chloride diffusion transport in a rectangular 180 x 90 mm domain composed of concrete is analysed in the present application. A reinforcement of 10 mm diameter is assumed as a part of the specimen, as illustrated in Figure 4. Thus, the chloride concentration along time at the reinforcement position is evaluated in this application.
\[
C(x,t) = C_{0} \text{erfc} \left[ \frac{x}{2\sqrt{\kappa_{0}t}} \right]
\]  

(22)

in which \( C_{i} \) indicates the chloride concentration at the body’s surface, \( C(x,t) \) is the chloride concentration at the desired point along time, \( t \) represents the time, \( x \) is the distance of the analysed point until the structural surface, \( \kappa_{0} \) is the coefficient of diffusion and \( \text{erfc} \) is the complementary error function.

The coefficient of diffusion can be calculated by following the procedures proposed by [61]. Then:

\[
\kappa_{0} = 10^{-10} + 4.66 w/c
\]  

(23)

where \( w/c \) is the water/cement ratio and \( \kappa_{0} \) is the coefficient of diffusion in square centimetres per second. The water/cement ratio is assumed as 0.5 in the present analysis. Therefore, the coefficient of diffusion is equal to \( 2.1379 \times 10^{-8} \text{ cm}^2 / \text{s} \) or \( 67.4228 \text{ mm}^2 / \text{year} \), which is assumed as constant along time.

In the present application, the rectangular domain illustrated in Figure 4 is analysed accounting for four different boundary conditions, which compose the four cases shown in Figure 5.

\[
\frac{1}{10} + 10^{-1} + 66 w/c
\]  

(23)

where \( w/c \) is the water/cement ratio and \( \kappa_{0} \) is the coefficient of diffusion in square centimetres per second. The water/cement ratio is assumed as 0.5 in the present analysis. Therefore, the coefficient of diffusion is equal to \( 2.1379 \times 10^{-8} \text{ cm}^2 / \text{s} \) or \( 67.4228 \text{ mm}^2 / \text{year} \), which is assumed as constant along time.

In the present application, the rectangular domain illustrated in Figure 4 is analysed accounting for four different boundary conditions, which compose the four cases shown in Figure 5.

The case 1 represents the pure one-directional flux, in which the chloride flux goes from the left to the right faces. The case 2 handles the mixed one-dimensional flux. In this case, the chloride flux occurs simultaneously from the left to the right faces and from the right to the left faces. The two-directional chloride flux is observed in case 3. It is worth citing that the boundary conditions illustrated for cases 1, 2 and 3 are assumed as constant along time. Then, the case 4 is added to account for time dependent boundary conditions. In the latter case, the two-directional flux is simulated, in which the chloride concentration along time varies following the systematic behaviour illustrated in Figure 6.
It is worth emphasizing that the analytical approach incorporates inherent simplifications, as previously mentioned. Because of them, solely the boundary conditions of case 1 comply with the model requirements. Thus, this application illustrates the limitations of Fick’s model and the necessity of robust approaches for solving properly this problem.

The mesh utilized by the BEM simulations is composed of 54 linear isoparametric discontinuous boundary elements, which lead to the 108 collocation points. In addition, 40 time steps were utilized for the temporal integration. Moreover, it is assumed that \( u = q = 0 \) in \( t = 0 \). The space and time discretisations have been determined accounting for standard convergence procedure. Then, further refined discretisation do not introduce significant changes into the mechanical modelling.

Internal points were added to determine the chloride concentration behaviour along time into the concrete specimen. Such points are spaced from 2 mm each other. Moreover, they were positioned at a virtual line connecting the midpoints of the boundaries AD and BC. Therefore, the internal points intercept the reinforcement’s position, as illustrated in Figure 4. The chloride concentration profiles determined by the BEM and via Fick’s approach are illustrated in Figure 7. In this figure, the four different boundary conditions are illustrated.

![Figure 6 – Time dependent boundary conditions for case 4](image)

![Figure 7 – Chloride profiles evolution along time for the four different boundary conditions](image)
Moreover, the evolution of the chloride concentration along time for the fixed reinforcement position, i.e. depth of 40 mm, is illustrated in Figure 8.

![Figure 8 – Chloride concentration evolution along time for the fixed depth](image)

Excellent agreement is observed among the numerical and analytical responses for case 1. This behaviour was expected because the Fick’s hypotheses are well satisfied in the case. The responses differences for the years 5, 20 and 40 are 5.31%, 0.32% and 0.07%, respectively. Moreover, assuming the threshold chloride content as 0.6 kg/m$^3$, for instance, both approaches lead to the same time for corrosion initiation, 29 years.

The case 2 presents similar behaviour when early ages are analysed. Then, good agreement is observed until 5 years. Nevertheless, important differences occur after 20 years, in spite of essentially one-dimensional diffusion transport is simulated. These differences appear due to the bidirectional chloride diffusion simulated in this case, which is not properly represented by the analytical approach. It is worth emphasizing that the influence of the bidirectional chloride diffusion is evident in case 3, in which essentially two-dimensional chloride diffusion is accounted. In the latter case, large differences are observed even in early ages. Moreover, the chloride concentration evolves faster along time, in this case, in comparison with one-directional cases. The corrosion time initiation is 26 years and 13 years for cases 2 and 3, respectively. Then, in comparison with case 1, reductions of 10% and 55% are observed.

Finally, large behaviour differences among numerical and analytical responses are observed in case 4. In this case, the chloride concentration at the specimen surface is a function of time. As expected, the numerical responses are capable to represent the time dependent behaviour. Nevertheless, such behaviour is not represented properly by the analytical approach. Actually, Fick’s solution assumes time independent boundary conditions, which is not observed in practical engineering problems. The time for corrosion initiation determined by the BEM is 18 years, which is 38% shorter than in case 1.

The present application illustrates some limitations of the Fick’s law in simulating the chloride diffusion transport mechanism. Particularly, the limitations associated to the time dependent boundary conditions and multi-directional fluxes must be emphasized. In such cases, the hypotheses of Fick’s approach are violated and this analytical approach does not represent properly the physical phenomenon. It is worth stressing that the
cases 2, 3 and 4 concern practical diffusion problems, in which multi-directional fluxes are observed and time dependent chloride concentration at the surface occurs. In such cases, major differences of chloride concentration behaviour along time are observed. Thus, based on the present results, one emphasizes that Fick’s law must be criteriously utilized. Moreover, its limitations must be accounted for the proper diffusion modelling.

5.2 Application 2

In this application, the diffusion-probabilistic modelling of the specimen illustrated in Figure 4 is presented. Thus, the geometry and boundary conditions discussed in the previous application are accounted. However, the randomness on problem variables is included and the uncertainties are quantified taking into account the corrosion time initiation. The limit state function utilized in the present analysis is as follows:

\[ G = t_c(X) - t_{SL} \]

in which \( t_c \) indicates the corrosion time initiation, which is a function of the random variables, \( X \). \( t_{SL} \) is the expected structural life time. Thus, positive values in Equation 24 indicate safe condition.

In this application, \( t_c \) is calculated either by the BEM model or the Fick’s approach. Moreover, the probability of failure is assessed by the MCSM. In this application, one verifies if the large differences behaviour observed in the last application lead to the similar differences behaviour on the values of probabilities of failure.

In this analysis, three random variables are considered. The statistical distributions assigned for each random variable as well as its statistical properties are described in Table 1. It is worth mentioning that the mean values for the chloride concentration at the surface for case 4 are presented in the previous application, Figure 6.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Distribution type</th>
<th>Mean</th>
<th>C.O.V.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chloride threshold content ( C_{lim} )</td>
<td>Uniform</td>
<td>0.60 kg/m³</td>
<td>0.1443</td>
</tr>
<tr>
<td>Coefficient of Diffusion ( \kappa_0 )</td>
<td>Lognormal</td>
<td>67.7228 mm²/year</td>
<td>0.50</td>
</tr>
<tr>
<td>Chloride concentration at the Surface ( C_5 )</td>
<td>Lognormal</td>
<td>1.15 kg/m³ (moderate aggressiveness)</td>
<td>0.50</td>
</tr>
</tbody>
</table>

The BEM simulations required a mesh composed of 54 linear isoparametric discontinuous boundary elements, which lead to the 108 collocation points. In addition, 40 time steps were utilized for the temporal integration. Moreover, it is assumed that \( u = q = 0 \) in \( t = 0 \). The space and time discretisation have been determined accounting for standard convergence procedure. Then, further refined discretisation do not introduce significant changes into the mechanical modelling. The probability of failure was assessed at the internal points positioned following the pattern mentioned in the previous application. At each of these internal points, 10,000 Monte Carlo simulations were performed. It is worth mentioning that the range sample utilized in this application was sufficient for achieving the convergence during the probabilistic modelling.

The evolutions of the probability of failure along time for different depth values are illustrated in Figure 9. In this figure, the four different boundary conditions presented in the previous application are utilized. In addition, the evolution of the probability of failure along time for fixed depth values is presented in Figure 10.
Excellent agreement is observed among the probabilistic responses achieved by the BEM and the Fick’s approach for case 1. This behaviour was expected because the chloride flux is essentially one-directional in this case. Nevertheless, major differences are observed for the other cases. Therefore, the probability of failure is largely dependent of the multi-directional flux condition in addition to the time dependent boundary conditions. This observation illustrates the weakness of the Fick’s approach in simulating complex chloride ingress cases. Moreover, it demonstrates that numerical approaches are necessary to simulate properly this complex engineering problem.

It is worth mentioning that, in all cases, the probability of failure grows faster at small depths, as expected. The chloride concentration grows faster at those positions because of the near presence of chlorides at the surface. Therefore, fair cover depth values must be prescribed in structural design to assure adequate structural durability.
5.3 Application 3

This application handles the diffusion-probabilistic modelling in the cross-section illustrated in Figure 11. This problem concerns a typical reinforced concrete beam connected to a concrete slab, which is largely utilized in bridge decks systems. The beam has rectangular cross-section of 20 x 50 cm whereas the slab has 15 cm thickness. The resulting T-cross-section shape is subjected to chloride ingress along six of its boundaries. The upper boundary is subjected to external chloride concentration $C_{S1}$ and the lower boundaries are exposed to external chloride concentration $C_{S2}$. The cross-section dimensions and the boundary conditions are illustrated in Figure 11.

![Figure 11 – Geometry and boundary conditions](image)

The probabilistic modelling aims the determination of isoprobability of failure maps, which describe the evolution of the probability of failure along time for points that compose the cross-section domain. Thus, the limit state function considered in the present analysis is the illustrated in Equation 24. Such maps enable the accurate choice of the cover thickness by the analyst based on a given probability of failure target.

The diffusion analysis along time is performed by the BEM. The mesh utilized by the numerical model is composed of 74 quadratic isoparametric discontinuous boundary elements, which lead to the 222 collocation points. In addition, 33 time steps were utilized for the temporal integration, which cover the time span from 0 until 99 years. Moreover, it is assumed that $u = q = 0$ in $t = 0$. The space and time discretisation have been determined accounting for standard convergence procedure. Then, further refined discretisation does not introduce significant changes into the mechanical modelling.

The probabilistic modelling is performed accounting for the random variables described in Table 2. It is worth mentioning that three different environment aggressiveness were considered in the present analysis.

<table>
<thead>
<tr>
<th>Environment aggressiveness level</th>
<th>Parameter</th>
<th>Distribution type</th>
<th>Mean</th>
<th>C.O.V.</th>
</tr>
</thead>
<tbody>
<tr>
<td>All</td>
<td>Chloride threshold content $C_{lim}$</td>
<td>Uniform</td>
<td>0.90 kg/m³</td>
<td>0.19</td>
</tr>
<tr>
<td>All</td>
<td>Coefficient of Diffusion $\kappa_0$</td>
<td>Lognormal</td>
<td>0.2305720 cm²/year</td>
<td>0.50</td>
</tr>
<tr>
<td>Moderate/Normal</td>
<td>$\text{Cl}^-$ concentration at the surface $C_{S1}$</td>
<td>Lognormal</td>
<td>1.15 kg/m³</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>$\text{Cl}^-$ concentration at the surface $C_{S2}$</td>
<td>Lognormal</td>
<td>0.92 kg/m³</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>$\text{Cl}^-$ concentration at the surface $C_{S1}$</td>
<td>Lognormal</td>
<td>2.95 kg/m³</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>$\text{Cl}^-$ concentration at the surface $C_{S2}$</td>
<td>Lognormal</td>
<td>2.36 kg/m³</td>
<td></td>
</tr>
<tr>
<td>Extreme</td>
<td>$\text{Cl}^-$ concentration at the surface $C_{S1}$</td>
<td>Lognormal</td>
<td>7.35 kg/m³</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>$\text{Cl}^-$ concentration at the surface $C_{S2}$</td>
<td>Lognormal</td>
<td>5.88 kg/m³</td>
<td></td>
</tr>
</tbody>
</table>

The probability of failure was assessed by the MCSM. For each environment aggressiveness, 10,000 simulations were performed to assess the probability of failure. It is worth mentioning that the sample range was sufficient for achieving the probabilistic convergence, as illustrated in Appendix B. Such method simulated the limit state function into 386 internal points,
which were distributed into an uniform grid at the cross-section domain. Therefore, the probability of failure is assessed for each internal point. Based on these responses, a map of isoprobability of failure is obtained.

The isoprobability of failure maps for normal, high and extreme environment aggressiveness are shown in Figure 12, Figure 13 and Figure 14, respectively. The expected structural life time of 25 years and 50 years are considered.

![Figure 12 – Isoprobability maps for 25 years and 50 years. Normal environment aggressiveness.](image1)

![Figure 13 – Isoprobability maps for 25 years and 50 years. High environment aggressiveness.](image2)

![Figure 14 – Isoprobability maps for 25 years and 50 years. Extreme environment aggressiveness.](image3)

As expected, high values for the probability of failure are observed for points positioned near the external boundaries. In addition, the probability of failure values decrease faster as these points move from the boundary to the cross-section kernel. It is worth mentioning the huge influence of the environment aggressiveness level on the probability of failure values. Thus, higher probability of failure values are observed as higher is the environment aggressiveness. The probabilities of failure evolve faster at the upper cross-section boundary because at this position the chloride concentration at the surface is higher than at the other boundaries. In addition, the probabilities of failure values decrease near the boundaries in which the flux is assumed as nil, as expected. The results presented in the three last figures show the major importance of designing properly the cover thickness...
taking into account the environment aggressiveness. Moreover, the corrosion time initiation may be improved by utilizing proper schemes that make nil the flux at specific structural boundaries.

Additional analyses were performed to determine, in a detailed mode, the evolution of the probability of failure in particular regions of the T-cross-section shape. Then, internal points were concentrated at specific regions, in spite of the boundary conditions are applied along the entire cross-section boundaries. Three regions were utilized for this purpose: the corner A, the corner H and the left portion of the slab. 196 internal points were utilized for achieving the map of isoprobability of failure at the corner A. The same map was obtained by 192 internal points in corner H. Finally, the slab region was analysed accounting for 196 internal points. Such points were uniformly distributed along each particular analysed region. The regions dimensions are illustrated in Figure 15, Figure 16 and Figure 17. It is worth mentioning that the additional analyses were performed taking into account solely the normal environment aggressiveness. Moreover, for each region, the probability of failure was assessed considering as structural service life of 25 years, 50 years and 75 years.

Figure 15 – Isoprobability of failure curves for corner A. Probability of failure values for 25 years, 50 years and 75 years. Dimensions in cm.

Figure 16 – Isoprobability of failure curves for corner H. Probability of failure values for 25 years, 50 years and 75 years. Dimensions in cm.

Figure 17 – Isoprobability of failure curves for slab region. Probability of failure values for 25 years, 50 years and 75 years. Dimensions in cm.
The last three figures illustrate different evolutions of the probability of failure, although each particular region belong to the same cross-section. Such differences are explained by the boundary conditions and the cross-section geometry, which have major importance into the chloride diffusion evolution inside the material. In addition, these results demonstrate that Fick’s approach is not robust in the solution of problems with multidirectional flux condition.

The probabilities of failure grow faster along time for the corner A, Figure 15. Nevertheless, the probabilities of failure values decay faster as the analysed point is far from the boundaries. For the cover thickness from 1.0 to 5.0 cm, the probabilities of failure decay from 0.9737 to 0.0745 at 50 years. This behaviour emphasizes the major importance of adopting fair values for cover thickness, which lead to the adequate durability. Similar behaviour is observed for the corner H, Figure 16. However, in this corner, the growth of the probability of failure is smooth in comparison with corner A. Such behaviour is explained by the slab presence, which smooths the chloride flux distribution at that position. Finally, the probability of failure values grow faster and uniformly at the slab thickness, Figure 17. This behaviour is explained by the bidirectional chloride flux ingress, which occur at upper and lower slab boundaries.

The results presented in this application demonstrate the large influence of the bidirectional chloride flux into the chloride concentration at the material domain. Moreover, the results illustrate the major importance of adopting proper cover thickness values because the probability of failure decay faster along the cover thickness.

6 CONCLUSIONS

This study presented a diffusion-probabilistic framework to analyse the corrosion time initiation in concrete structures. The diffusion phenomenon is modelled by the BEM, in which transient potential and flux conditions are accounted. Two-dimensional conditions are assumed. Then, the chloride concentration evolution along time for particular cross-sections are handled. The MCSM was utilized to quantify the uncertainties. The BEM has been marginally utilized in the literature for modelling the chloride ingress. Moreover, the coupling of accurate and robust numerical models for diffusion to probabilistic approaches has been also marginally explored in the literature. Then, these aspects are original in the present study.

The first application demonstrates the robustness of the diffusion BEM model over classical analytical approaches, such as the Fick’s law. This application demonstrates that complex diffusion problems are not properly handled by the analytical approach, in spite of the Fick’s law is largely utilized for this purpose.

The second and third applications demonstrate the uncertainty quantification process in complex diffusion problems. The evolution of the probability of failure along the cross-section domain is demonstrated. In addition, the results show the importance of designing properly the cover thickness, which enables the adequate structural durability. The cover depth value may be achieved by coupling the proposed framework to optimisation approaches. In this case, the cover depth value may be achieved accounting for a desired safety level, i.e, a probability of failure target.
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APPENDIX A: SINGULARITY SUBTRACTION TECHNIQUE EXPRESSIONS

The singularity subtraction technique is utilized to regularize the kernel \( u^* \). Then, the integration by parts of kernel \( u^* \) as a function of time results in:

\[
U_1^* (\xi, \zeta, t_F, t) = \int_0^t \left( \frac{r^2}{r_F - r^2} \right) E_i \left( \frac{r^2}{4\kappa (t_F - t^r)} \right) - \frac{r^2}{r_F - r^2} E_i \left( \frac{r^2}{4\kappa (t_F - t^r)} \right) \left[ E_i \left( a_0^r \right) - E_i \left( a_f^r \right) \right]
\]  

(A.1)

where \( E_i \) is the exponential-integral function \( E_i(z) = \int_1^\infty \frac{e^{-zt}}{t} \) and \( a_0^r \) and \( a_f^r \) are as follows:

\[
a_0^r = \frac{r^2}{4\kappa(t_F - t^r)}
\]  

(A.2)

\[
a_f^r = \frac{r^2}{4\kappa(t_F - t^r)}
\]  

(A.3)

The singularity is observed in \( U_1^* \) when \( k = 1 \), i.e., in the first time step. Moreover, singularity is also observed when the source point approaches to the field point, i.e., when \( r \to 0 \). Thus, when \( k = 1 \), Equation A.1 becomes:

\[
U_1^* (\xi, \zeta) = \int_0^t \left[ E_i \left( a_0^r \right) - E_i \left( a_f^r \right) \right]
\]  

(A.4)

The variables \( a_0^r \) and \( a_f^r \) always assume non-negative values because \( \kappa > 0 \), \( r > 0 \) and \( t_F > t_F^r > t^0_F \). In Equation A.2, when \( r \) is nil and \( t_F^r \to t_F^r \), \( a_f^r \to +\infty \). Thus, the exponential-integral function is evaluated at + \( \infty \), which results in a nil value. In Equation A.3 when \( r \) is nil, \( a_0^r \to 0 \), because the denominator \( (t_F - t^0_F) \) is always greater than zero \( (t_F > t^0_F) \). Thus, the exponential-integral function has nil, which results in a singularity as follows:

\[
U_1^* (\xi, \zeta) = \int_0^t \left[ E_i \left( a_0^r \right) - E_i \left( a_f^r \right) \right]
\]  

(A.5)

The singularity that arises in this equation is logarithmic for distinct intervals of the exponential-integral function argument, \( 0 \leq z \leq 1 \) and \( 1 < z < \infty \). Thus, the kernel containing \( u^* \) can be regularized by the following equation:

\[
\int_{r_j} \left[ U_1^* (\xi, \zeta) \right] dT_j = \int_0^t \left[ E_i \left( a_0^r \right) - E_i \left( a_f^r \right) \right] dT_j + \int_0^t \ln \left( a_f^r \right) dT_j
\]  

(A.6)

Let \( \zeta_0 \) be the dimensionless coordinate of the source point, \( \zeta \) the dimensionless coordinate of the field point, \( x_j \) the real coordinate of a given point, \( \phi \) the shape function, \( \phi_j \) the shape function derivative and being the Jacobian given by \( J = \left[ \phi_j \left( \zeta_0 \right) x_j \right] \), the real distance \( r \) between the source and the field points is calculated as follows:

\[
r = r^* = \sqrt{r^2 \left( \zeta - \zeta_0 \right)}
\]  

(A.7)
where $\varepsilon = |\xi - \xi_0|$ is the dimensionless distance between the source and field points. Substituting $d\Gamma = d\varsigma$ in Equation A.6 gives:

$$
\int_{r_j} \mathcal{U}_j^{(s)}(\xi, \xi_0) d\Gamma = \frac{1}{4\pi\kappa} \int \mathcal{E}_j(a_0^s) \phi(\xi_0) J(\xi) d\xi - \frac{1}{4\pi\kappa} \int \ln(a_0^s) \phi(\xi_0) J(\xi_0) d\xi + \frac{1}{4\pi\kappa} \int \ln(a_0^s) \phi(\xi_0) J(\xi_0) d\xi
$$

(A.8)

where:

$$
a_0^s = \frac{r^2}{4\kappa (t_F - t_0)} - \frac{(J(\xi_0) ||e||)^2}{4\kappa (t_F - t_0)}
$$

(A.9)

In Equation A.8, the first two integrals on the right side are bounded and no longer singular. Then, they are numerically evaluated by the Gauss-Legendre quadrature. The last integral is evaluated analytically, being called integral $I$:

$$
I = \frac{1}{4\pi\kappa} \int \ln(a_0^s) \phi(\xi_0) J(\xi_0) d\xi
$$

(A.10)

The change of the integration domain from $d\xi$ to $d\varsigma$ and consequently the integration intervals, gives:

$$
I = \frac{1}{4\pi\kappa} \int_{-\varepsilon}^{\varepsilon} \ln \left[ \frac{J(\xi_0) ||e||}{4\kappa (t_F - t_0)} \right] \phi(\xi_0) J(\xi_0) d\varepsilon
$$

(A.11)

For simplicity, considering $t_0^F = 0$, one obtains:

$$
I = \frac{1}{4\pi\kappa} \int_{-\varepsilon}^{\varepsilon} 2\ln \left[ J(\xi_0) ||e|| \right] \phi(\xi_0) J(\xi_0) d\varepsilon - \frac{1}{4\pi\kappa} \int_{-\varepsilon}^{\varepsilon} \ln(4\kappa t_F) \phi(\xi_0) J(\xi_0) d\varepsilon
$$

(A.12)

Because of the singular kernel present in Equation A.12, the integral must be evaluated in the Cauchy principal (CPV) sense. Then:

$$
CPV = \lim_{\varepsilon \to 0} \left\{ \frac{1}{4\pi\kappa} \int_{-\varepsilon}^{\varepsilon} 2\ln \left[ J(\xi_0) ||e|| \right] \phi(\xi_0) J(\xi_0) d\varepsilon - \frac{1}{4\pi\kappa} \int_{-\varepsilon}^{\varepsilon} \ln(4\kappa t_F) \phi(\xi_0) J(\xi_0) d\varepsilon - \frac{1}{4\pi\kappa} \int_{-\varepsilon}^{\varepsilon} \ln(4\kappa t_F) \phi(\xi_0) J(\xi_0) d\varepsilon \right\}
$$

$$
CPV = \lim_{\varepsilon \to 0} \left\{ \frac{1}{4\pi\kappa} \phi(\xi_0) J(\xi_0) \left[ -\frac{2}{\varepsilon} \ln \left[ J(\xi_0) ||e|| \right] d\varepsilon + \int_{-\varepsilon}^{\varepsilon} \ln(4\kappa t_F) \phi(\xi_0) J(\xi_0) d\varepsilon - \int_{-\varepsilon}^{\varepsilon} \ln(4\kappa t_F) \phi(\xi_0) J(\xi_0) d\varepsilon \right] \right\}
$$

(A.13)

To evaluate the terms of Equation A.13 properly, they are written in separated form, from $I_1$ to $I_4$ as follows:

$$
CPV = \lim_{\varepsilon \to 0} \left\{ \frac{1}{4\pi\kappa} \phi(\xi_0) J(\xi_0) \left[ I_1 + I_2 - (I_3 + I_4) \right] \right\}
$$

(A.14)
Thus, evaluating $I_1$ one has:

$$I_1 = 2\left[\varepsilon \ln \left\{ J(\zeta_0) e^\varepsilon \right\}\right]_{-\zeta_0}^{\zeta_0} = 2\left[\varepsilon \ln \left\{ J(\zeta_0) e^\varepsilon \right\} + \varepsilon - \left[\varepsilon \ln \left\{ J(\zeta_0) e^\varepsilon \right\} + I + \zeta_0 \right] \right] \quad (A.15)$$

Thus, evaluating $I_2$ one has:

$$I_2 = 2\left[\varepsilon \ln \left\{ J(\zeta_0) e^\varepsilon \right\}\right]_{-\zeta_0}^{\zeta_0} = 2\left[\varepsilon \ln \left\{ J(\zeta_0) e^\varepsilon \right\} - I + \zeta_0 - \left[\varepsilon \ln \left\{ J(\zeta_0) e^\varepsilon \right\} + e \right] \right] \quad (A.16)$$

Then, evaluating $I_3$ one has:

$$I_3 = \ln (4\kappa_T) \left[1 + I + \zeta_0\right] \quad (A.17)$$

Then, evaluating $I_4$ one has:

$$I_4 = \ln (4\kappa_T) \left[I - \zeta_0 - e\right] \quad (A.18)$$

Adding $I_1$ and $I_2$ one obtains:

$$I_1 + I_2 = 2\left[\varepsilon \ln \left\{ J(\zeta_0) e^\varepsilon \right\} + \varepsilon + (I + \zeta_0) \ln \left\{ J(\zeta_0) e^\varepsilon \right\} - I - \zeta_0 + (I - \zeta_0) \ln \left\{ J(\zeta_0) e^\varepsilon \right\} - I + \zeta_0 - \varepsilon \ln \left\{ J(\zeta_0) e^\varepsilon \right\} + e \rightarrow \quad (A.19)$$

$$I_1 + I_2 = 2\left[\varepsilon \ln \left\{ J(\zeta_0) e^\varepsilon \right\} + 2\varepsilon - 2 + (I + \zeta_0) \ln \left\{ J(\zeta_0) e^\varepsilon \right\} + (I - \zeta_0) \ln \left\{ J(\zeta_0) e^\varepsilon \right\} \right]$$

Adding $I_3$ and $I_4$ one obtains:

$$I_3 + I_4 = \ln (4\kappa_T) \left[-\varepsilon + I + \zeta_0 + I - \zeta_0 - e\right] = \ln (4\kappa_T) \left[-2\varepsilon + 2\right] \quad (A.20)$$

By applying the L'Hôpital’s theorem one obtains:

$$\lim_{\varepsilon \to 0} \left\{\varepsilon \ln \left\{ J(\zeta_0) e^\varepsilon \right\}\right\} = 0 \quad (A.21)$$

Therefore, the limit of Equation A.14 is achieved as follows:

$$CPV = \frac{J}{4\pi \kappa} \phi (\zeta_0) J (\zeta_0) \left[-4 + 2(I + \zeta_0) \ln \left\{ J(\zeta_0) e^\varepsilon \right\} + 2(I - \zeta_0) \ln \left\{ J(\zeta_0) e^\varepsilon \right\} - 2 \ln (4\kappa_T) \right] \quad (A.22)$$

Consequently:

$$CPV = \frac{J}{2\pi \kappa} \phi (\zeta_0) J (\zeta_0) \left[-2 + (I + \zeta_0) \ln \left\{ J(\zeta_0) e^\varepsilon \right\} + (I - \zeta_0) \ln \left\{ J(\zeta_0) e^\varepsilon \right\} - \ln (4\kappa_T) \right] \quad (A.23)$$
It is worth mentioning that Equation A.23 is valid for discontinuous elements, i.e., when the source points are not positioned at the element ends $\xi_0 = \pm 1$. When continuous elements are utilized, the finite part of Equation A.23) is evaluated, leading to the following:

$$CPV = \frac{1}{2\pi} \Phi(\xi_0) J(\xi_0) \{ -2 + 2 \ln \left[ \frac{\Phi(\xi_0)}{\Gamma(\xi_0)} \right] - \ln(4\pi \eta) \}$$  \hspace{1cm} (A.24)

APPENDIX B: CONVERGENCE ANALYSIS FOR MONTE CARLO SIMULATIONS

This appendix presents the convergence analysis for the probabilistic modelling. Particularly, the application 3 is accounted, which is the complex case handled in this study. Figures 18, 19 and 20 illustrate the convergence analysis. These figures demonstrate that the range sampling of 10,000 is sufficient for describing the assessment space.

Because the application 3 is complex than application 2, the same range of sampling is sufficient for describing the assessment space of the latter application.

**Figure 18** – Convergence analysis for $x = 52$ cm, $y = 2$ cm and $t = 25$ years.

**Figure 19** – Convergence analysis for $x = 52$ cm, $y = 48$ cm and $t = 25$ years.
Figure 20 – Convergence analysis for $x = 52$ cm, $y = 8$ cm and $t = 25$ years.
Predicting the mechanical properties of lightweight aggregate concrete using finite element method

Determinação de propriedades mecânicas de concreto com agregado leve via método dos elementos finitos
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Abstract: The compressive strength ($f_c$) and Young’s modulus ($E_c$) of concretes are properties of great importance in civil engineering problems. To this day, despite the relevance of the subject, concretes are still designed based on charts and empirical formulae. This scenario is even more imprecise for lightweight aggregate concretes (LWAC), which contain less design methodologies and case studies available in the literature. In this sense, the present work presents a numerical simulation for predicting the properties of LWAC’s specimens using the Finite Element Method. The material was considered as biphasic, comprising lightweight aggregates and the enveloping mortar. Each phase was modelled with its own compressive strength, tensile strength and Young’s modulus. The achieved numerical results for $f_c$ and $E_c$ were compared with their experimental counterparts, obtained from the literature. In total, 48 concrete formulations were assessed. Numerical results showed fair agreement with the experimental data. In general, the Mean Absolute Percentage Error (MAPE) was lower for the shale aggregates for both Young’s modulus ($1.75\%$ versus $4.21\%$ of expanded clay) and compressive strength ($4.19\%$ versus $9.89\%$ of expanded clay). No clear trend of error was identified in relation to the aggregate proportion or to the mortar types, in which the MAPE varied from $2.36\%$ to $8.13\%$. In conclusion, the simplification to spherical aggregates has shown satisfactory results, as has the adoption of a 2D model, which require less computational resources. Results encourage further applications with more complex geometrical aspects to improve the mix design and safety of LWAC.
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The generalization capacity of the presented methodology is carried out by comparing the achieved numerical results for Young's modulus and compressive strength of a biphasic composite, composed of mortar and sphere-shaped lightweight aggregates (LWA). An assessment of this composite's compressive behavior of LWAC’s samples using FEM. It assumes the LWAC as a saturated LWA as an internal reservoir to release water as the concrete cures. This phenomenon promotes the LWAC to below 2000 kg/m³. Nowadays LWAC is used on a large scale to reduce the specific weight of LWAC to below 2000 kg/m³ [4]. Nowadays LWAC is used on a large scale to reduce the self-weight of structures [5]. It also presents transport advantages, allows longer spans and promotes thermoacoustic insulation [6] [7].

Several properties of the aggregates affect the mechanical behavior of concrete – e.g., bulk and specific density, particle shape and texture, particle size distribution, porosity, friability, compressive strength, Young's modulus, chemical composition, among others [8] [2]. Regarding LWA specifically, their absorbent structure allows the use of saturated LWA as an internal reservoir to release water as the concrete cures. This phenomenon promotes to the LWAC a reduced autogenous shrinkage; an increased mechanical interlocking between the matrix and the LWA; and, thus, a negligible interfacial transition zone due to internal curing [9] [10] [11].

In conventional concretes, the aggregate has a higher compressive strength than the mortar and the interfacial transition zone is the weak spot of the composite. Conversely, in LWAC, the aggregate’s relatively low strength is the main factor controlling the concrete’s fracture [12] [13]. But just like conventional concretes, the mix design of LWAC is based on limited empirical charts and formulae; and its mechanical properties are generally obtained by cost-demanding testing of specimens after a standard curing period of 28 days.

1.1 Justification

Since mechanical tests usually demand a significant amount of material and personnel for preparing the specimens and the results are only known after several weeks, several researchers have been studying numerical solutions to evaluate the concrete’s properties prior to its mixing [14] [15] [16]. These initiatives have the potential to avoid structural issues in the construction, to reduce labor costs, and to decrease material waste in the laboratory.

To this purpose, some works applied Artificial Intelligence to predict the mechanical properties of LWAC. These are the cases of Altun et al. [17], Alshihri et al. [18], and a previous work by the authors [19], who used neural networks. Although a fast and reliable technique [19], neural networks provide only one single final result based on multiple variables. They do not evaluate the behavior of the concrete during the compressive test, as does the Finite Element Method (FEM), for example. Furthermore, the application of algorithms of Artificial Intelligence normally demands a robust database with a large number of experimental results relating the studied property to its respective mix design formulation.

The same limitations hold for analytical models and regression equations, as the ones developed by Bogas and Gomes [11], Cui et al. [20], and Barbosa et al. [21]. Additionally, the vast majority of prediction studies only focus on compressive strength, neglecting the modulus of elasticity, an imperative property in the design of lightweight structures.

In this sense, seeking to improve the comprehension of LWAC’s mechanical properties, the present work presents a numerical simulation of the compressive behavior of LWAC’s samples using FEM. It assumes the LWAC as a biphasic composite, composed of mortar and sphere-shaped lightweight aggregates (LWA). An assessment of this methodology is carried out by comparing the achieved numerical results for Young’s modulus and compressive strength with their experimental counterparts obtained from the literature. The generalization capacity of the presented method
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is evaluated through the simulation of 48 concrete formulations, including all possible combinations of three types of mortars, four types of aggregates and four different aggregate proportions.

2 MATERIALS AND EXPERIMENTAL PROGRAM

2.1 Materials

The experimental data used as input and for validation were obtained from an experimental study with cylindrical samples of LWAC. The tests were performed by Ke et al. [22] [23], who analyzed the compressive strength and modulus of elasticity of LWAC samples at 28 days.

In this experimental program, three types of mortars were used: normal (40 MPa), high performance (64 MPa), and very high performance (86 MPa). Regarding the aggregates, four types were used: 4/10-550-A, 4/10-430-A, 4/10-520-S and 4/8-750-S; in which each name matches the characteristic diameters (d/D, in mm), the bulk density (kg/m$^3$), and the type of aggregate (A - expanded clay, S - expanded shale), respectively. The combination of these materials in proportions of 12.5%, 25.0%, 37.5% and 45.0% of LWA in volume generated 48 different formulations, and over 144 specimens were tested.

The expanded clay LWA 4/10-550-A and 4/10-430-A are nodular aggregates of quasi-spherical shape. On the other hand, the shale aggregates 4/10-520-S and 4/8-750-S are more irregulars and constituted of various types of grains corresponding to different degrees of expansion. Some typical images are shown in Figure 1.

Figure 1. Typical sections of LWA [24]: a) Rounded and porous LWA, typical of expanded clay aggregates (4/10-550-A and 4/10-430-A) b) Angled and less porous LWA, corresponding to over 50% of the expanded shale aggregates (4/10-520-S and 4/8-750-S)

Table 1 presents the mass of broken/crushed grains, which are calculated based on a manual separation; and the shape index of the LWA, corresponding to the ratio between the aggregate’s larger and smaller dimensions. The amount of broken/crushed grains varies significantly among the aggregate types, being on average more marked for expanded shale ones. Regarding the shape, the closer the Length/Thickness (L/T) ratio is to 1, more equidimensional and less flat will be the LWA. In this sense, the shape results confirm the visual observation (Figure 1), showing that clay aggregates usually have lower L/T values than shale ones. Within each particle size range, the larger the grain diameter is, the less spherical is its form.

<table>
<thead>
<tr>
<th>Table 1 Physical and geometrical properties of aggregates [22]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass of broken grains (%)</td>
</tr>
<tr>
<td>Mean ratio Length/Thickness (L/T)</td>
</tr>
<tr>
<td>Bulk Density (kg/m$^3$)</td>
</tr>
</tbody>
</table>

Table 1 also presents the LWA’s bulk densities. This is one of the most important properties of this material, since it influences the dead weight of LWAC structures, and it is used to estimate the aggregate’s elastic modulus and
mechanical strength by empirical relations. The studied aggregates have bulk densities ranging from 455 kg/m³ to 878 kg/m³. In average, expanded clay aggregates have lower densities than expanded shale aggregates, possibly due to their shape and pore system, which will influence other physical parameters.

Concerning the particle size distributions of the LWA, a narrow granular size distribution is observed. For 4/10-550-A, this theoretical sieve size through which 50% of the particles pass is 8.4 mm; for 4/10-430-A, 7.2 mm; for 4/10-520-S, 7.0 mm; and for 4/8-750-S, 5.4 mm. According to Ke et al. [22], the occurrence of powdery grains smaller than 2.5 mm is probably due to crushed coarser grains.

2.2 Numerical simulation

The FEM model simulated the LWAC in two phases: the mortar (m) and the LWA (a). From the aggregate’s and the mortar’s properties, the behavior of LWAC samples at 28 days was simulated when subjected to compressive load. The free processing software CAST3M was used, which includes built-in pre-processing and post-processing tools. CAST3M is an open source code developed by the French Atomic Energy Agency (CEA). It solves partial differential equations through the finite element method, allowing the incorporation and adaptation of models by the user. It employs a language based on object-oriented programming, named GIBIANE, and the objects are created using pre-defined operators, written in the language ESOPE [25].

The parameters used in the FEM simulation were:

- Compressive strength ($f_{cm}$) and Young’s modulus ($E_{cm}$) of the mortar matrix (experimentally obtained by Ke et al. [23]);
- Tensile strength ($t_{cm}$) of the mortar, based on empirical correlations with its compressive strength proposed by Chust and Figueiredo [26];
- Volume fraction of lightweight aggregate adopted in the concrete’s mixture (12.5%, 25.0%, 37.5% and 45.0%);
- Particle size distribution of the aggregates [24];
- Young’s modulus of the LWA ($E_a$), obtained empirically, based on its dry density [23];
- Compressive strength of the LWA ($f_a$), obtained in an analytical inverse method by Ke et al. [23].
- Tensile strength ($t_a$) of the LWA, from [22];
- For comparison purposes, compressive strength ($f_{c,exp}$) and Young’s modulus ($E_{c,exp}$) measured on hardened LWAC samples [23];

The FEM model considers a longitudinal cross-section of a standard cylindrical sample with 16 cm of diameter and 32 cm high (Figure 2). For computational efficiency, 1/4 of the section was used in this work, considering the boundary conditions of geometric symmetry of the sample. In this specimen, the LWA were modeled as perfect spheres randomly distributed within the homogeneous mortar matrix (Figure 3), with the same particle size distribution as the experimental program. The procedure to create 2D models from 3D spheres with the proper particle size distribution adopts image processing techniques described in references [27] and [28].

![Figure 2](image-url) Numerical representation of one LWAC sample: (a) The geometry of the modeled LWAC sample (16-cm diameter and 32-cm height), from which a middle cross section was used; (b) Typical FE triangle mesh used; the round green circle representing the aggregate, surrounded by the mortar, in grey
A. L. Bonifácio, J. C. Mendes, M. C. R. Farage, F. S. Barbosa, and A. L. Beaucour

Figure 3 Examples of the longitudinal section of samples containing 25% of aggregates and following the particle size distribution of each type: (a) 4/10-550-A (b) 4/10-430-A (c) 4/10-520-S (d) 4/8-750-S

The authors highlight that an actual plane stress case would require prismatic samples. By using cylindrical samples, errors arising from this approach are reduced in the central region, marked with a hatch in Figure 4. The present work considers this area in the computational modeling. This geometric simplification was necessary due to the high level of processing cost demanded by a 3D model. This sensitivity analysis was performed by the authors [29], who observed similar results between the 2D and 3D simulations, with the latter taking 98 times longer.

Figure 4 Top view of the cylindrical specimen. The hatched area representing where a plane stress simplification would incur in less distortions. The grey area corresponds in scale to the thickness adopted by the model.

Additionally, even in a 2D domain, the processor traditionally adopts a unit thickness to the modelled plane. However, the extrusion of circles from the 2D domain to 3D is a cylinder, and not a sphere. To reduce this imprecision, instead of a unit thickness, we adopted a value (t) that would keep constant the volume of the maximum aggregate diameter (1cm). By relating the spherical volume of the maximum aggregate diameter with the thickness of its respective cylindrical extrusion (Equation 1), a model thickness of 0.667 cm was adopted (Figure 4).
\[
\frac{4}{3}\pi \left(\frac{1}{2}\right)^3 = \pi \left(\frac{1}{2}\right)^2 \cdot t
\]

For both expanded clay and shale aggregates, the same strategy was applied, which considers the LWA’s geometry as perfect spheres. The effectiveness of this choice will be discussed further on. To account for the dispersion of results, three models with random aggregate scattering (within the real particle size distribution) were generated from each synthetic sample.

An elastoplastic material behavior was adopted for the FEM simulations, with Drucker-Prager yield criterion [25]. Limits for compressive and tensile strength for each material were assumed according to the input parameters, and a perfect plastic yield was considered. The materials properties of aggregates and mortar adopted for the simulation and validation of these models are shown in Table 2 and Table 3, respectively.

Table 2 Properties of the aggregates used in the numerical simulation

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
<td>Mean</td>
<td>Std.Dv.</td>
<td>Mean</td>
<td>Std.Dv.</td>
</tr>
<tr>
<td>(E_a) (GPa)</td>
<td>9.88</td>
<td>1.99</td>
<td>8.26</td>
<td>1.05</td>
</tr>
<tr>
<td>(f_a) (MPa)</td>
<td>23.40</td>
<td>5.93</td>
<td>19.90</td>
<td>4.26</td>
</tr>
<tr>
<td>(t_a) (MPa)</td>
<td>3.08</td>
<td>0.78</td>
<td>2.04</td>
<td>0.44</td>
</tr>
<tr>
<td>(E_{c,exp}) (GPa)</td>
<td>23.58</td>
<td>4.53</td>
<td>22.42</td>
<td>4.15</td>
</tr>
<tr>
<td>(f_{c,exp}) (MPa)</td>
<td>39.70</td>
<td>10.36</td>
<td>37.35</td>
<td>10.00</td>
</tr>
</tbody>
</table>

Where \(E_a\) - LWA’s Young’s modulus; \(Em\) - Mortar’s Young’s modulus; \(fa\) - LWA’s compressive strength; \(fm\) - Mortar’s compressive strength; \(ta\) - LWA’s tensile strength; \(tm\) - Mortar’s tensile strength; \(E_{c,exp}\) - LWAC’s Young’s modulus; \(f_{c,exp}\) - LWAC’s compressive strength.

Table 3 Properties of the mortars used in the numerical simulation

<table>
<thead>
<tr>
<th>Mortars</th>
<th>Normal</th>
<th>High Performance</th>
<th>Very High Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
<td>Mean</td>
<td>Std. Dev.</td>
<td>Mean</td>
</tr>
<tr>
<td>(E_m) (GPa)</td>
<td>28.59</td>
<td>1.16</td>
<td>33.18</td>
</tr>
<tr>
<td>(f_m) (MPa)</td>
<td>40.18</td>
<td>1.17</td>
<td>64.18</td>
</tr>
<tr>
<td>(t_m) (MPa)</td>
<td>3.52</td>
<td>0.33</td>
<td>4.42</td>
</tr>
<tr>
<td>(E_{c,exp}) (GPa)</td>
<td>21.34</td>
<td>3.84</td>
<td>31.93</td>
</tr>
<tr>
<td>(f_{c,exp}) (MPa)</td>
<td>33.72</td>
<td>5.98</td>
<td>43.85</td>
</tr>
</tbody>
</table>

Where \(Em\) - Mortar’s Young’s modulus; \(fm\) - Mortar’s compressive strength; \(tm\) - Mortar’s tensile strength; \(E_{c,exp}\) - LWAC’s Young’s modulus; \(f_{c,exp}\) - LWAC’s compressive strength.

To simulate the compressive strength test, a downward linear displacement of 0.5 mm was incrementally imposed on the upper surface up to 3.0‰ strain, which relates to the maximum stress value in a typical stress-strain curve obtained from a concrete sample. The compressive stress values were evaluated from the support conditions at the base of the sample.

In addition, to evaluate the performance results, the statistical parameter Mean Absolute Percentage Error (MAPE) was employed according to the mathematical definition given by Equation 2, where \(n\) is the number of samples, \(y_i\) is the experimental value and \(p_i\) is the numerical value.

\[
MAPE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{y_i - p_i}{y_i} \right|
\]

The MAPE statistical metric is dimensionless and provides an effective means of residual error compared to each observed value with their respective numerical value. The lower the MAPE values, the better the performance of the numerical model.

Another statistical parameter used in this work is the Pearson correlation coefficient (\(r\)), defined by Equation 3, which measures the power of association between two variables. It is dependent on the linear relationships between the numerical and experimental values. The closer the \(r\) value is to 1, the better the association between the experimental and numerical values.
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\[
    r = \left( \frac{\sum_{i=1}^{n} [(y_i - \bar{y})(p_i - \bar{p})]}{\sum_{i=1}^{n} (y_i - \bar{y})^2 \sum_{i=1}^{n} (p_i - \bar{p})^2} \right)
\]

where \( n \) is the number of samples, \( y_i \) is the experimental value, \( \bar{y} \) is the mean of experimental values, \( p_i \) is the numerical value and \( \bar{p} \) is the mean of numerical values.

3 RESULTS AND DISCUSSIONS

Table 4 presents the mean results, standard deviations and MAPE of the numerical simulations of LWAC for each type of aggregate for the studied mechanical properties: Young's modulus (\( E_c \)) and compressive strength (\( f_c \)). When evaluating the MAPE, it is observed that the smallest error was obtained for the aggregate 4/8-750-S (0.24% for \( E_c \) and 3.62% for \( f_c \)), and the most substantial error was obtained by aggregate 4/10-430-A (4.57% for \( E_c \) and 11.19% for \( f_c \)). The \( r \) values for the four aggregates and both mechanical properties were higher than 0.9677, which indicates that there is a robust correlation between the experimental and numerical results.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>( E_c ) (GPa)</th>
<th>( f_c ) (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aggregates</td>
<td>Mean</td>
<td>Std. Dev</td>
</tr>
<tr>
<td>4/10-550-A</td>
<td>22.69</td>
<td>4.44</td>
</tr>
<tr>
<td>4/10-430-A</td>
<td>21.50</td>
<td>4.44</td>
</tr>
<tr>
<td>4/10-520-S</td>
<td>23.44</td>
<td>4.02</td>
</tr>
<tr>
<td>4/8-750-S</td>
<td>29.98</td>
<td>3.41</td>
</tr>
</tbody>
</table>

Figure 5 shows the numerical and experimental results of the LWAC properties represented in boxplot graphs. These graphs allow the visualization and evaluation of the position, dispersion, symmetry, and outliers of the data sets for each type of LWA. None of the properties presented significantly different results between the numerical and experimental values. On the left, Figure 5 shows that the quartiles of \( E_c \) are positioned slightly below the quartiles of the experimental results, except for the 4/8-750-S aggregate, although all have similar dispersions. Whereas on Figure 5 right, the quartiles of the numerical results for \( f_c \) are slightly more dispersed than the quartiles of the experimental results, without a clear tendency of underestimation or overestimation.

![Boxplot graphs for LWAC properties](image)

Table 5 presents the statistical parameters MAPE and Pearson correlation coefficient (\( r \)) for Young's modulus and compressive strength properties according to the aggregate material, expanded clay (A) and expanded shale (S). The \( r \) values for the two types of aggregates in both mechanical properties were higher than 0.96, which indicates that there...
is a robust correlation between the experimental and numerical results. Concerning MAPE values, results for expanded shale (S) were slightly better than those achieved for expanded clay (A). These last results indicate that, for the proposed model, the actual geometry of the LWA is not a crucial parameter. Initially, it could be expected that the rounded expanded clay aggregates (A) would incur in lower errors since the developed FE mesh considers LWA as spheres. However, uncertainties concerning the input parameters presented in Table 2, as well as imperfections in the adopted elastoplastic model, probably have an essential role in the prediction of the mechanical properties through the presented method.

### Table 5 Statistical parameters of the correlation between the numerical and experimental data of each type of aggregate for Young’s modulus (Eₜ) and compressive strength (fₑ).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Eᵣ</th>
<th></th>
<th>Fₑ</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Aggregate type</td>
<td>r</td>
<td>MAPE</td>
<td>r</td>
<td>MAPE</td>
</tr>
<tr>
<td>Expanded clay (A)</td>
<td>0.9963</td>
<td>4.21%</td>
<td>0.9654</td>
<td>9.89%</td>
</tr>
<tr>
<td>Expanded shale (S)</td>
<td>0.9955</td>
<td>1.75%</td>
<td>0.9943</td>
<td>4.19%</td>
</tr>
</tbody>
</table>

In turn, Figure 6 shows the linear regression from the experimental and numerical data of expanded clay (A) and expanded shale (S) for Young’s modulus (Figure 6 left) and compressive strength (Figure 6 right). Those graphs confirm a reliable correlation between numerical and experimental data.

When evaluating the numerical results according to the relative volume of the aggregates, it is observed in Table 6 that the highest MAPE value for Young’s modulus (Eᵣ) was 3.58% for 45.0% of LWA and the lowest MAPE was 2.36% for 25.0% LWA. For compressive strength (fₑ), the highest MAPE value was 8.13% to 25.0% LWA, and the lowest MAPE was 6.11% to 12.5% LWA. Thus, there was no clear trend in relation to the volume of aggregates.

### Table 6 Numerical results of the mechanical properties (Young’s modulus, Eᵣ; and compressive strength, fₑ) for each aggregate volume; including MAPE and Pearson correlation coefficient (r) statistical parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Eᵣ (GPa)</th>
<th>fₑ (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volume</td>
<td>Mean</td>
<td>Std. Dev.</td>
</tr>
<tr>
<td>12.5%</td>
<td>29.25</td>
<td>3.00</td>
</tr>
<tr>
<td>25.0%</td>
<td>26.16</td>
<td>3.62</td>
</tr>
<tr>
<td>37.5%</td>
<td>23.14</td>
<td>4.51</td>
</tr>
<tr>
<td>45.0%</td>
<td>21.66</td>
<td>4.92</td>
</tr>
</tbody>
</table>

Additionally, the standard deviations for the numerical results grouped by volume (Table 6) are very close to those grouped by aggregates (Table 2). The highest standard deviation value for Young's modulus was 4.53 GPa for the
aggregate 0/10-550-A and 4.92 GPa for 45.0% LWA; and the lowest standard deviation was 3.35 GPa for 4/8-750-S and 3.00 GPa for 12.5% LWA. On the other hand, the highest standard deviation value for compressive strength was 14.71 GPa for 4/8-750-S and 13.87 GPa for 12.5% LWA; and the lowest one was 10.00 GPa for 4/10-430-A and 12.56 GPa for 45.0% LWA. Therefore, these values indicate that the dispersion of the numerical results grouped by volume and by aggregates are very close. Thus, we conclude that our modeling has no bias concerning these parameters.

Finally, a similar analysis was performed with the numerical data grouped by mortar type (Table 7 and Figure 7). The highest MAPE value for the modulus of elasticity was 3.23%, for normal mortar (M8), and the lowest MAPE was 2.80%, for high-performance mortar (M9). For compressive strength, the highest MAPE value was 7.80% for normal mortar (M8), and the lowest MAPE was 5.96% to high-performance mortar (M9). Figure 7 shows in boxplots the experimental and numerical data of the mechanical properties grouped by mortar type, which allows the visualization of the proximity of the results predicted by the numerical models. Therefore, the assortment by mortar types also did not present a clear tendency of underestimation or overestimation; but similar mean values and dispersion.

### Table 7 Numerical results of the mechanical properties (Young’s modulus, $E_c$; and compressive strength, $f_c$) grouped under mortar type; including MAPE and Pearson correlation coefficient ($r$) statistical parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$E_c$ (GPa)</th>
<th>$f_c$ (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Std Dev</td>
</tr>
<tr>
<td>Mortar Type</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Normal (M8)</td>
<td>21.89</td>
<td>3.81</td>
</tr>
<tr>
<td>High Performance (M9)</td>
<td>25.44</td>
<td>4.38</td>
</tr>
<tr>
<td>Very High Performance (M10)</td>
<td>27.83</td>
<td>4.88</td>
</tr>
</tbody>
</table>

**Figure 7** Numerical (dark grey) and experimental (light grey) results of the mechanical properties of LWAC grouped under mortar type (M8 - normal, M9 - high performance and M10 - very high performance): left - Young’s modulus; right - compressive strength.

## 4 CONCLUSIONS

The present work evaluates the accuracy of a numerical FEM simulation in predicting the compressive strength and Young’s modulus of LWAC. The capacity of generalization of the presented method was also investigated. To this purpose, the compressive behavior of 48 LWAC formulations was simulated, and the achieved numerical results were compared with their experimental counterparts.

Overall, a reasonable agreement was found for both analyzed mechanical properties. The larger errors for compressive strength and Young’s modulus predictions were 11.19% and 4.57%, respectively, which is considered a satisfactory result. Not only the mean results but also the dispersion of the values were very similar between the numerical and experimental data. The results of the linear regression and the Pearson correlation coefficient ($r$) also indicate that there is a strong correlation between the experimental values and the numerical values, since the $r$ value was greater than 0.96 for all types of aggregates and mechanical properties.

In general, the MAPE error values were lower for the irregular-shaped shale aggregates (S) for both Young's modulus (4.21% for expanded clay versus 1.75% for expanded shale) and compressive strength (9.89% for expanded...
clay versus 4.19% for expanded shale). No clear trend of error was identified in relation to the volume of aggregates in the LWAC or to the mortar types.

In conclusion, the simplification to spherical aggregates (circles in the 2D model) has shown satisfactory results, despite some of the aggregates being roughly irregular. In addition, the efficacy of the 2D model, which require less computational resources and shorter simulation time, was demonstrated. This result indicates that the 2D model ensures that the aggregate volume and particle size distribution are very close to the actual percentage of the experimental specimens, and that the distortions caused by the cylindrical shape of the real specimens are negligible in the central area adopted for the simulations.

These results encourage further applications with more complex geometrical aspects to improve the mix design and safety of LWAC structures. In conclusion, the prediction of the mechanical properties by the FEM models developed here is a feasible contribution to the mixture design of LWAC.
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Abstract: Frequently the required concrete resistance is not attained in Brazilian constructions. Partially to circumvent this problem, a new revision of Brazilian Standard ABNT NBR 12655 was issued in 2015. This revision maintains the insufficiently stringent criteria for evaluation of the concrete compression strength in existent and under construction structures of the revision of 1996. This evaluation can be based on very few test specimens, even in the result of a single test. It is shown herein that these criteria are clearly unsafe. Alternative criteria are proposed, based in a Bayesian approach. The proposed criteria are checked against some hundred tests done on actual structures of different characteristics, bridges and buildings.
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1 INTRODUCTION

High resistance concretes are nowadays frequently used in the structural design in Brazil. This poses new technological problems for our construction industry, still in an adaptation process to this new technology. Therefore, the concrete compressive strength required in the design is frequently not attained in the construction.
The Brazilian standard related to this issue, the ABNT NBR 12655 [1], maintained in its 2015 revision the same criteria defined in its 1996 previous version [2] for the evaluation of the concrete compression strength, in existent and under construction structures. This evaluation in based on a very disputable probabilistic basis and the standard allows that it should be based on very few specimens, even in the result of a single specimen. It is shown in this paper that the criteria defined in ABNT NBR 12655 [2] are clearly unsafe.

Considering the necessity of the evaluation of the resistance of the concrete in the construction, with a more solid probabilistic basis, alternative criteria are herein proposed, based on a Bayesian approach.

As exposed, for instance in Ang and Tang [3], Melchers and Beck [4] and Nowak and Collins [5], the Bayesian approach allows for the updating of previously known data, combining them with new data obtained, for instance, in new tests in a structure. It also allows for a better consideration of data, insufficient on the statistical point of view, through the combination of these data with a subjective interpretation of them (in a “engineering judgment”), done by an experimented professional.

The information and examples found in these references have a predominantly theoretical character. A practical application of the Bayesian approach can be found in Jacinto [6], that express the theory in a practical formulation and applies it in the safety evaluation of an existent bridge, analyzing the resistance of prestressed cables of this bridge, combining previously known data with results of actual tests performed in some of the cables.

The criteria herein proposed are checked against the results of some hundreds of tests done in real structures with different characteristics, as bridges and buildings.

This paper extends, summarizes and better interpret results previously presented by the authors Stucchi and Santos [7], Interlandi et al. [8] and Chaves [9]. The relevance of the presented issue recommends that it should be put for discussion among the Brazilian technical community of structural concrete and eventually could lead to revisions in the criteria presently defined in the standards.

2 EVALUATION OF CONCRETE STRENGTH – PRESENT STANDARD CRITERIA

2.1 Characteristic strength

For the design of a structure, the criteria of the modern design standards are based on probabilistic concepts, in which resistances and actions are treated as aleatory variables and, from probabilistic analyses, partial safety factors are defined, for increase loads and reduce resistances, in order to attain the required reliability level.

Regarding the concrete compression strength, subject of the study in this paper, its definition as an aleatory variable is justifiable, considering uncertainties such as imprecision in the concrete mixing, non-homogeneity of concrete and variability of its component materials. This reflects in different results obtained in tests in cylinders poured in the same concrete mix. The concrete strength shall therefore be represented by probabilistic functions.

In a probabilistic point of view, considering the existence of a sufficient number of specimens for characterizing this probability distribution, the use of the Normal Distribution for modelling the concrete strength is justifiable. This will be also discussed later on in the paper.

Considering these uncertainties, it is necessary to define a reference value for the concrete strength, for permitting the usual design calculations still done in a deterministic basis.

Then, the concept of characteristic concrete strength is defined, as the strength value, for which it is expected that only 5% of the test results should be below of. Its value, considering the Normal Distribution is given by:

\[ f_{ck} = f_{cm} - 1.65 \times \sigma \]  
(Equation 1)

Where:

- \( f_{ck} \) = characteristic concrete strength
- \( f_{cm} \) = average strength of concrete specimens
- \( \sigma \) = standard deviation of strength of concrete specimens

In this way, the strength \( f_{ck} \) shall be defined in the structural design and attained in the construction. The verification whether the design strength was attained shall be demonstrated in tests that shall follow the methodologies defined by ABNT for pouring the cylinders, for the execution of the tests and for acceptance of the concrete strengths.
2.2 Technological concrete control

In order that the results obtained in tests could permit to decide for the acceptance or not of a given concrete volume, it is necessary to apply a process of technological concrete control.

In Brazil, the standards ABNT NBR 5738 [10], ABNT NBR 5739 [11] and ABNT NBR 12655 [1] define, respectively, how to perform the stage of molding and curing, the tests of specimens and the technological control of the concrete batches.

ABNT NBR 12655 also regulates the acceptance concrete control [1]. According it, each specimen shall be composed by two cylinders of the same mix, for each test age and being simultaneously poured. The specimen strength shall be taken as the higher value obtained in the compression tests, to be done according ABNT NBR 5739 [11].

In order to facilitate the concrete resistance control of a structure as a whole, the ABNT NBR 12655 [1] allows for the definition of “lots”, which shall obey to the conditions established in Table 1. From each lot, a sampling shall be extracted, with a number of specimens defined according the control type (these types are defined in the next items).

Two basic types of control are defined in ABNT NBR 12655 [1]: statistical control for “total” sampling and control for “partial” sampling.

### Table 1: Maximum values for the formation of concrete lotsa (NBR 12655)

<table>
<thead>
<tr>
<th>Identification (the more demanding in each case)</th>
<th>Main solicitations in the structural elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concrete volume</td>
<td>Compression or compression and flexure</td>
</tr>
<tr>
<td>50 m³</td>
<td>100 m³</td>
</tr>
<tr>
<td>Number of floors</td>
<td>1</td>
</tr>
<tr>
<td>Time of pouring</td>
<td>Three days of pouring c</td>
</tr>
</tbody>
</table>

aIn case of total sampling control, each mix shall be considered as a lot, according 6.2.3.1. bIn the case of the complement of a column, the concrete belongs to the volume of slabs and beams. cThis period shall be within the total maximum period of seven days, including eventual interruption for the treatment of joints.

The idea of the total sampling is that the characteristic strength value \( f_{ck} \) can be evaluated with tests performed in a single specimen of a mix. However, all the concrete mixes shall be tested.

In the partial sampling, the tests are performed is some of the concrete mixes and the characteristic strength value \( f_{ck} \) of the lot is evaluated from the results of these tests.

2.3 Concrete control with partial sampling

In the concrete control with partial sampling, at least six specimens for concretes of Group I (Classes up to C50) and 12 specimens for concretes of Group II (Classes above to C50), shall be extracted for testing, for each lot.

a) If the number of specimens \( n \) is between 6 and 20, the expected value for the characteristic strength (denoted by \( f_{ck,est} \)) will be given by the highest value found with Equations 2 and 3:

\[
f_{ck,est} = 2 \times \frac{f_1 + f_2 + \ldots + f_m}{m-1} - f_m
\]  

(Equation 2)

Where:

- \( m = n / 2 \) (If \( n \) is odd, the higher \( f_i \) is discarded)
- \( f_1, f_2, \ldots, f_m = \) values of the specimens strength, in crescent order

\[
f_{ck,est} = \Psi_6 \times f_1
\]  

(Equation 3)

Where:

\( \Psi_6 = \) coefficient given in Table 2, to be defined according the concrete preparation condition and of the number of specimens of the sampling, linear interpolation being admitted. The preparation conditions are defined as follows:

- Condition A (applicable to all the concrete classes): cement and aggregates are measured in mass, water measured in mass or volume, corrected in function of the aggregate humidity;
Table 2: Values of $\Psi$ (NBR 12655)

<table>
<thead>
<tr>
<th>Preparation condition</th>
<th>Number of specimens ($n$)</th>
<th>(\Psi)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>A</td>
<td>0.82</td>
<td>0.86</td>
</tr>
<tr>
<td>B or C</td>
<td>0.75</td>
<td>0.80</td>
</tr>
</tbody>
</table>

NOTE: Values of $n$ between 2 and 5 are used in exceptional cases.

Condition B (appliable to classes C10 to C20): cement is measured in mass, water is measured in volume and aggregates are measured in mass combined with volume.

Condition C (appliable only to classes C10 and C15): cement is measured in mass, aggregates are measured in volume and water is measured in volume and corrected in function of the estimative of the humidity of the aggregates.

b) If the number of specimens ($n$) is superior to 20, the expected value for the characteristic strength ($f_{ck,est}$) is given considering a Normal Distribution:

\[
f_{ck,est} = f_{cm} - 1.65s_d
\]  \hspace{1cm} (Equation 4)

\[
s_d = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (f_i - f_{cm})^2}
\]  \hspace{1cm} (Equation 5)

Where:

- $f_{cm}$ is the average strength of the specimens of the lot;
- $s_d$ is the standard deviation of the strength of these $n$ specimens.

2.4 Concrete control with total sampling

The control for total sampling consists in the sampling of all the mixes, in order that each of them forms a lot (from what it is called 100% sampling). Then, the characteristic compressive strength is given by:

\[
f_{ck,est} = f_{c, betonada}
\]  \hspace{1cm} (Equation 6)

This type of control was modified in the 2015 last revision of ABNT NBR 12644 [1]. In the 1996 version [2], the control with total sampling was defined for two situations:

a) Number of samplings ($n$) smaller than 20:

\[
f_{ck,est} = f_1
\]  \hspace{1cm} (Equation 7)

Where:

- $f_1$ = smaller strength found in the tested samplings;

b) Number of samplings ($n$) greater than que 20:

\[
f_{ck,est} = f_i
\]  \hspace{1cm} (Equation 8)

Where:

- $i = 0.05 n$ (whether $i$ is fractionary, the immediately superior number should be adopted)
3 STRENGTH EVALUATION – PROPOSAL OF ALTERNATIVE CRITERIA

3.1 The proposed Bayesian approach

Herein, the proposed Bayesian approach is briefly described. The used mathematical expressions are the ones already described by Jacinto [6].

Initially, it is shown how would be an analysis without any previous knowledge of the problem. It is first shown that the adequate probabilistic distribution in the case of a small number of specimens is the T-Student distribution. It is shown that the direct consideration of this distribution, in a sampling with a small number of specimens, would lead to very small, unacceptable values for the characteristic concrete strength.

Then, it is shown how is considered the previous knowledge that the contractor possess in the concrete production. Let us suppose initially two sets of concrete cylinders. The first set (called “Tests”) includes the \( n \) elements corresponding to the cylinders effectively tested, with their respective strengths obtained in the tests. The second set (called “Previous”) contains \( n_0 \) virtual elements, possessing the set average and standard deviation corresponding to the value of \( f_{ck} \) defined by the designer for the concrete production. The value of \( n_0 \), that express with relation to \( n \), the confidence that the analyst possess in the quality of the concrete production and in the experience of the contractor, will be qualitatively defined by an “engineering judgement”. The combination of the two sets is done and the combined updated values of the concrete average and standard deviation values are obtained (called “A Posteriori”).

3.2 Probabilistic analysis without previous knowledge

In the analysis of a finite (small) number of specimens, it should be considered that the Normal Distribution shall be replaced by a T-Student distribution (see Jacinto [6]). The two distribution are similar, possessing the T-Student the same parameters of the Normal, plus the parameter \( \nu \) (degree of freedom, related to the number of specimens); its definition is given by Equation 9.

\[
f_x(x|a,b,\nu) = c \left[ 1 + \frac{1}{\nu} \left( \frac{x-a}{b} \right)^2 \right]^{-\frac{\nu+1}{2}} c = \frac{\Gamma \left( \frac{\nu+1}{2} \right)}{\sqrt{2\pi\nu} \Gamma \left( \frac{\nu}{2} \right)}
\]

(Equation 9)

Where:

- Number of specimens = \( n \); \( \nu = n - 1 \); average: \( \mu = a \); variance: \( \sigma = b^2/\nu(\nu-2) \)

The T-Student distribution presents a more sparse shape compared with the Normal distribution, being the more representative one in the case of a small number of specimens. As long as the number of degrees of freedom \( \nu \) increases, that is to say, when \( \nu \rightarrow \infty \), the T-Student distribution tends to be closer to the Normal distribution.

Applying the already presented equations to the determination of the concrete characteristic strength, for a limited number of specimens, the consideration of the T-Student distribution would lead to a reduction in the evaluated characteristic values. For this, Equation 10 can be applied:

\[
\rho = \frac{1+\sqrt{n+\frac{t(0.05, \nu)}{n}}}{1-1.645V}
\]

(Equation 10)

Where:

- \( \rho \) – relationship between characteristic values determined with T-Student and Normal distributions;
- \( t(0.05, \nu) \) - inverse T-Student distribution for a 5% quantile \( e \nu \), degree of freedom;
- \( V \) – variation coefficient = \( \frac{\sigma}{\mu} \)

Figure 1 shows the variation of \( \rho \) against \( n \) (number of specimens), considering an usual value for \( V = 0.10 \). Clearly, using a very limited number of specimens, the characteristic value is drastically reduced, preventing its direct application and leading to the proposition of another approach, such as the Bayesian one, using “previous knowledge”, as present next.
3.3 Probabilistic analysis with previous knowledge

The probabilistic analysis with previous knowledge considers that the contractors possess a great previous knowledge on the production of concrete, in order to obtain the strength required by the designer. The Bayesian approach is linked to the importance that will be given to this previous knowledge.

The required formulation for the combination of the previous knowledge with the sampling data was developed by Jacinto [6]. The sampling data, modeled with a T-Student distribution, possess the parameters: \( \mu \) (average), \( s \) (standard deviation) e \( n \) (number of specimens).

The previous knowledge, represented by a T-Student distribution, possess average \( \mu_0 \) and standard deviation \( s_0 \). The variable \( n_0 \) represents the relative weight of the contractor’s previous knowledge. The value of the variable \( n_0 \) shall be defined by the analyst, based on his “engineering judgement”. Auxiliary parameters \( \alpha_0 \) and \( \beta_0 \) are also defined (Equations 11).

Finally, the a posteriori distribution combines the sampling information with the previous knowledge using a T-Student distribution.

A parametric analysis with the variable \( n_0 \) is advisable, for evaluating how the variation of \( n_0 \) values could affect the final results.

The expressions presented by Jacinto [6] are reproduced in the sequel.

a) Previous knowledge:
- number of specimens: \( n_0 \) (arbitrary in Bayesian sense); average: \( \mu_0 \); standard deviation: \( s_0 \)
- auxiliary parameters: \( \alpha_0 = \frac{(n_0 - 1)}{2} \); \( \beta_0 = \frac{(n_0)}{2}s_0^2 \)  
(Equations 11)

b) From actual tests:
- number of specimens: \( n \); average: \( \bar{x} \); standard deviation: \( s \)

c) “A posteriori” distribution:
- number of specimens: \( n_a = n_0 + n \)
- average: \( \mu_a = \frac{n_0\mu_0 + n\bar{x}}{n_0 + n} \); \( a_a = \frac{n}{2} \); \( \beta_a = \beta_0 + \frac{n - 1}{2}s^2 + \frac{n_0n(\mu_0 - \bar{x})}{2(n_0 + n)} \)  
(Equation 12)

d) T-Student (St) distribution:

\[
 f_s(x) = St(x | \mu_0, \sqrt{\frac{1 + \frac{1}{n_0}\beta_0}{a_a}}, a_a) 
\]

(Equation 13)
3.4 Analysis with corrected total sampling

The total sampling criteria could be enhanced according to the approach proposed by Stucchi [12]. This approach considers a Monte Carlo simulation for generating virtual values for the concrete strength (using a “virtual concrete mixer”), using probabilistic parameters for the strength compatible with the concrete produced in Brazil.

From these analyses, a correction criterion is proposed, that corresponds to consider in the corrected total sampling, the value of

\[ f_{ck} = f_{cm} \times (1 - 1.645 \times 0.045) \pm 0.93 \times f_{cm} \]

(Equation 14)

4 APPLICATION – STRENGTH EVALUATION IN A BRIDGE

4.1 Analysis according the NBR 12655

Table 3 shows a part of a report with the results of tests performed in four columns in a bridge built in Brazil. Each column was executed in four different days, leading to the consideration of four different concrete lots. Each lot corresponds to six mixes with their respective set of tests, each one including the rupture of two or three cylinders. According to NBR 12655 [1], between these two or three results, the higher strength is considered as the representative one. The nominal characteristic strength is \( f_{ck} = 35 \) MPa.

Table 3 shows the results of the analyzed tests. Table 4 shows a summary of the results of the tests in each lot and the characteristic strength values \( f_{ck} \) of each lot, with the application of Equations 2 and 3 or 4 (although this one formally cannot be applied for \( n < 20 \)). It can be observed that the results are equivalent.
Table 4: Summary of test results and characteristic strengths of the lots

<table>
<thead>
<tr>
<th>Concrete lot</th>
<th>Column</th>
<th>Results of tests (MPa)</th>
<th>$f_{ck}$</th>
<th>Equations 2 and 3</th>
<th>Equation 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>2</td>
<td>36.4 32.7 34.9 36.2 36.5 34.7</td>
<td>32.50</td>
<td>32.82</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>44.9 42.6 44.0 42.4 47.7 43.3</td>
<td>41.70</td>
<td>40.91</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>3</td>
<td>46.2 43.8 45.2 42.8 47.0 47.6</td>
<td>41.41</td>
<td>42.35</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>49.1 46.9 44.0 46.4 44.1 45.5</td>
<td>42.61</td>
<td>42.81</td>
<td></td>
</tr>
</tbody>
</table>

On the other hand, it seems evident that the total sampling criterion (directly from the results of the tests) is clearly unsafe. Therefore, for the most critical situation, the concrete lot 008 (column 02), a Bayesian updating was done.

4.2 Bayesian updating

The following data were considered, with relation to the previous knowledge:

- Considered number of specimens: $n_0 = 10$
- Strength average: $\mu_0 = 43.3$ MPa; standard deviation: $s_0 = 4.33$ MPa

(selected values for corresponding to $f_{ck} = 35$ MPa in the T-Student distribution).

Figures 2 and 3 show, respectively, the probability distribution and accumulated probability distributions corresponding to Test no. 40 (with average of 35.8 MPa and V, coefficient of variation = 4.5%).

- Blue lines (dashed): previous knowledge;
- Red lines (continuous): test results;
- Green lines (dashed): “a posteriori” probabilities.
Table 5 show the Bayesian updating for the test results performed for the Lot 008 (Column 02). Also in the table, the results obtained with the approach proposed by Stucchi [12] are presented. The deviation between results obtained with the two criteria are shown, indicating that the two proposed approaches lead practically to the same results. It is also evident that total sampling criteria of NBR 12655 are not safe.

Table 5: Results of the Bayesian updating for Lot 008 (column 02)

<table>
<thead>
<tr>
<th>Test</th>
<th>NBR 12655</th>
<th>Bayesian approach</th>
<th>$f_{ck} = 0.93 f_{cm}$</th>
<th>Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>36.4</td>
<td>33.2</td>
<td>33.7</td>
<td>1.5%</td>
</tr>
<tr>
<td>36</td>
<td>32.7</td>
<td>30.8</td>
<td>30.3</td>
<td>1.6%</td>
</tr>
<tr>
<td>38</td>
<td>34.9</td>
<td>32.2</td>
<td>32.2</td>
<td>-</td>
</tr>
<tr>
<td>40</td>
<td>36.2</td>
<td>32.9</td>
<td>33.3</td>
<td>1.2%</td>
</tr>
<tr>
<td>41</td>
<td>36.5</td>
<td>33.3</td>
<td>33.8</td>
<td>1.5%</td>
</tr>
<tr>
<td>42</td>
<td>34.7</td>
<td>32.3</td>
<td>32.2</td>
<td>-</td>
</tr>
</tbody>
</table>

It is to be pointed out the simplicity of the proposed approaches, which lead to acceptable and also more consistent results, in a probabilistic point of view, that the ones defined in the present standard criteria.

5 APPLICATION – STRENGTH EVALUATION IN A BUILDING

5.1 Analysis with partial sampling

Data obtained from the construction of a building in the city São Paulo are used. These data, which can be found in a more detailed form in Chaves [9], encompass: date of the production of the test cylinders; design value of $f_{ck}$; volume that each pair of cylinders represent; concreted structural element and compression strength, obtained in tests performed in 28 days.

For the evaluation of the strength of each lot, according to the partial sampling control defined by NBR 12655 [1], Equation 2 and 3 were used, since all the lots possess the number of specimens between 6 and 20.
In Table 6, the values found with the two equations are presented, as well as the $f_{ck}$ of each lot, according to NBR 12655 [1] (are considered as accepted the lots which estimated $f_{ck}$ is higher than the defined in the design).

### Table 6: Results of partial sampling

<table>
<thead>
<tr>
<th>Concrete lot</th>
<th>$f_{ck}$ (MPa) Equation 2</th>
<th>$f_{ck}$ (MPa) Equation 3</th>
<th>$f_{ck}$ (MPa) Estimated</th>
<th>$f_{ck}$ Design</th>
<th>ACCEPTED?</th>
<th>$f_{ck}$ Normal</th>
<th>$f_{ck}$ T-Student</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>29.7</td>
<td>28.8</td>
<td>29.7</td>
<td>30</td>
<td>NO</td>
<td>29.60</td>
<td>30</td>
</tr>
<tr>
<td>2</td>
<td>28.4</td>
<td>27.2</td>
<td>28.4</td>
<td>30</td>
<td>NO</td>
<td>27.58</td>
<td>30</td>
</tr>
<tr>
<td>3</td>
<td>38.6</td>
<td>38.6</td>
<td>38.6</td>
<td>40</td>
<td>NO</td>
<td>39.40</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>39.9</td>
<td>38.9</td>
<td>39.9</td>
<td>40</td>
<td>NO</td>
<td>40.56</td>
<td>40</td>
</tr>
<tr>
<td>5</td>
<td>44.3</td>
<td>41.0</td>
<td>44.3</td>
<td>35</td>
<td>YES</td>
<td>44.19</td>
<td>35</td>
</tr>
<tr>
<td>6</td>
<td>41.1</td>
<td>40.2</td>
<td>41.1</td>
<td>35</td>
<td>YES</td>
<td>40.52</td>
<td>35</td>
</tr>
<tr>
<td>7</td>
<td>29.6</td>
<td>30.5</td>
<td>30.5</td>
<td>35</td>
<td>NO</td>
<td>32.45</td>
<td>35</td>
</tr>
<tr>
<td>8</td>
<td>40.6</td>
<td>41.3</td>
<td>41.3</td>
<td>35</td>
<td>YES</td>
<td>41.54</td>
<td>35</td>
</tr>
<tr>
<td>9</td>
<td>32.3</td>
<td>34.4</td>
<td>34.4</td>
<td>35</td>
<td>NO</td>
<td>35.32</td>
<td>35</td>
</tr>
<tr>
<td>10</td>
<td>34.1</td>
<td>32.8</td>
<td>34.1</td>
<td>35</td>
<td>YES</td>
<td>33.80</td>
<td>30</td>
</tr>
<tr>
<td>11</td>
<td>28.9</td>
<td>25.8</td>
<td>28.9</td>
<td>30</td>
<td>NO</td>
<td>29.14</td>
<td>30</td>
</tr>
<tr>
<td>12</td>
<td>28.1</td>
<td>28.6</td>
<td>28.6</td>
<td>30</td>
<td>NO</td>
<td>29.52</td>
<td>30</td>
</tr>
<tr>
<td>13</td>
<td>34.6</td>
<td>34.1</td>
<td>34.6</td>
<td>30</td>
<td>YES</td>
<td>34.47</td>
<td>30</td>
</tr>
<tr>
<td>14</td>
<td>39.6</td>
<td>38.6</td>
<td>39.6</td>
<td>45</td>
<td>NO</td>
<td>42.01</td>
<td>45</td>
</tr>
<tr>
<td>15</td>
<td>43.9</td>
<td>41.5</td>
<td>43.9</td>
<td>45</td>
<td>NO</td>
<td>42.56</td>
<td>45</td>
</tr>
<tr>
<td>16</td>
<td>36.3</td>
<td>37.6</td>
<td>37.6</td>
<td>40</td>
<td>NO</td>
<td>39.13</td>
<td>40</td>
</tr>
<tr>
<td>17</td>
<td>41.7</td>
<td>40.2</td>
<td>41.7</td>
<td>40</td>
<td>YES</td>
<td>42.22</td>
<td>40</td>
</tr>
<tr>
<td>18</td>
<td>41.2</td>
<td>39.2</td>
<td>41.2</td>
<td>45</td>
<td>NO</td>
<td>39.94</td>
<td>45</td>
</tr>
<tr>
<td>19</td>
<td>48.0</td>
<td>47.2</td>
<td>48.0</td>
<td>45</td>
<td>YES</td>
<td>48.18</td>
<td>45</td>
</tr>
<tr>
<td>20</td>
<td>42.6</td>
<td>44.7</td>
<td>44.7</td>
<td>45</td>
<td>NO</td>
<td>44.29</td>
<td>45</td>
</tr>
<tr>
<td>21</td>
<td>42.9</td>
<td>40.9</td>
<td>42.9</td>
<td>45</td>
<td>NO</td>
<td>43.54</td>
<td>45</td>
</tr>
<tr>
<td>22</td>
<td>48.8</td>
<td>46.9</td>
<td>48.8</td>
<td>45</td>
<td>YES</td>
<td>49.49</td>
<td>45</td>
</tr>
<tr>
<td>23</td>
<td>32.4</td>
<td>29.9</td>
<td>32.4</td>
<td>35</td>
<td>NO</td>
<td>31.32</td>
<td>35</td>
</tr>
<tr>
<td>24</td>
<td>44.3</td>
<td>44.9</td>
<td>44.9</td>
<td>45</td>
<td>NO</td>
<td>44.78</td>
<td>45</td>
</tr>
<tr>
<td>25</td>
<td>40.2</td>
<td>38.2</td>
<td>40.2</td>
<td>40</td>
<td>YES</td>
<td>39.25</td>
<td>40</td>
</tr>
</tbody>
</table>

5.2 Analysis with probability distributions

In Table 6, the evaluation of the characteristic strengths using the Normal e T-Student distributions are also presented. Figures 4 and 5 show, respectively, the probability density functions and accumulated probability density functions for the lot 14, taken as an example. The blue color lines represent the T-Student distribution (dashed) and the red color lines represent the Normal distribution (continuous). In this way, the strength values corresponding to the accumulated probability of 5% are obtained.

Only 6 of 50 obtained results differ more than 5% in relation to the ones obtained according NBR 12655 and in no case the difference is greater than 10%. This shows that the partial sampling criterion for samplings between 6 and 20 specimens is satisfactory in a statistical point of view. In two cases, results obtained with the Normal distribution present a difference greater than 5% in relation to the obtained with NBR 12655. But in both cases the Standard criterion is the more conservative one.

However, in four results, obtained with the more correct T-Student distribution, the values found with NBR 12655 [1] are greater than the ones of the T-Student distribution, indicating that in these four cases the results obtained with the Standard are slightly nonconservative.
5.3 Analysis with total sampling

Considering the total sampling criteria for the 231 specimens (each one composed by two cylinders) distributed in the 25 lots, 23 deles were rejected (marked in yellow and bold in Table 7).
5.4 Comparison between partial and global analyses

In lots 1, 4, 9, 20 e 24, all the specimens of the respective lots present strengths superior to the ones defined in the design and therefore would be approved in case they were analyzed with the total sampling criterion. However, if they would be considered as part of a lot analyzed with the partial sampling criterion, they would be rejected, since their evaluated characteristic strengths are inferior to their respective design strengths.

These situations show that the total sampling criteria, although involves 100% of the mixes, is not totally safe. Allowing for the acceptance of specimens that would be rejected in the partial sampling, this kind of control shows its incompatibility with the concept of characteristic compression strength (where the strength shall be attained in 95% of the concrete volume).

Table 7: Analysis with total sampling

<table>
<thead>
<tr>
<th>Lot</th>
<th>n0</th>
<th>$f_{ck}$ (MPa)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9</td>
<td>30</td>
<td>30.8</td>
<td>30.9</td>
<td>30.4</td>
<td>30.0</td>
<td>30.3</td>
<td>30.8</td>
<td>32.8</td>
<td>31.1</td>
<td>31.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>12</td>
<td>30</td>
<td>37.5</td>
<td>37.0</td>
<td>31.4</td>
<td>34.5</td>
<td>31.3</td>
<td>31.5</td>
<td>31.2</td>
<td>34.2</td>
<td>35.0</td>
<td>35.0</td>
<td>28.4</td>
<td>27.5</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>40</td>
<td>42.2</td>
<td>45.1</td>
<td>39.8</td>
<td>49.4</td>
<td>44.0</td>
<td>44.1</td>
<td>42.8</td>
<td>44.0</td>
<td>47.8</td>
<td>47.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>40</td>
<td>43.9</td>
<td>41.2</td>
<td>40.9</td>
<td>43.0</td>
<td>43.4</td>
<td>43.4</td>
<td>45.2</td>
<td>42.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>35</td>
<td>44.7</td>
<td>45.0</td>
<td>45.6</td>
<td>45.9</td>
<td>46.4</td>
<td>44.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>11</td>
<td>40</td>
<td>41.7</td>
<td>44.8</td>
<td>43.4</td>
<td>44.8</td>
<td>46.6</td>
<td>44.1</td>
<td>43.5</td>
<td>41.0</td>
<td>42.3</td>
<td>41.7</td>
<td>42.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>35</td>
<td>38.5</td>
<td>37.6</td>
<td>27.6</td>
<td>34.0</td>
<td>33.2</td>
<td>40.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>12</td>
<td>40</td>
<td>47.4</td>
<td>49.6</td>
<td>44.1</td>
<td>50.8</td>
<td>47.1</td>
<td>52.3</td>
<td>50.8</td>
<td>46.5</td>
<td>43.5</td>
<td>48.6</td>
<td>41.7</td>
<td>43.4</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>8</td>
<td>35</td>
<td>41.2</td>
<td>42.9</td>
<td>43.0</td>
<td>36.4</td>
<td>37.5</td>
<td>36.2</td>
<td>41.1</td>
<td>41.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>8</td>
<td>30</td>
<td>36.5</td>
<td>36.8</td>
<td>39.3</td>
<td>34.5</td>
<td>35.4</td>
<td>40.8</td>
<td>41.1</td>
<td>38.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>12</td>
<td>30</td>
<td>36.0</td>
<td>34.0</td>
<td>38.9</td>
<td>35.4</td>
<td>34.8</td>
<td>39.2</td>
<td>36.7</td>
<td>36.1</td>
<td>37.3</td>
<td>26.1</td>
<td>31.3</td>
<td>40.3</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>9</td>
<td>30</td>
<td>35.5</td>
<td>38.1</td>
<td>34.8</td>
<td>34.7</td>
<td>33.5</td>
<td>29.8</td>
<td>29.8</td>
<td>50.4</td>
<td>44.7</td>
<td>51.0</td>
<td>47.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>11</td>
<td>30</td>
<td>35.4</td>
<td>39.2</td>
<td>42.3</td>
<td>37.5</td>
<td>37.7</td>
<td>34.8</td>
<td>40.1</td>
<td>40.1</td>
<td>38.0</td>
<td>37.3</td>
<td>36.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>9</td>
<td>45</td>
<td>51.8</td>
<td>50.2</td>
<td>52.8</td>
<td>54.7</td>
<td>51.2</td>
<td>40.2</td>
<td>44.5</td>
<td>49.5</td>
<td>49.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>7</td>
<td>45</td>
<td>47.1</td>
<td>44.5</td>
<td>44.2</td>
<td>49.5</td>
<td>48.4</td>
<td>44.8</td>
<td>51.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>9</td>
<td>40</td>
<td>48.8</td>
<td>52.8</td>
<td>58.0</td>
<td>39.2</td>
<td>49.0</td>
<td>49.0</td>
<td>47.5</td>
<td>50.0</td>
<td>53.9</td>
<td>41.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>11</td>
<td>40</td>
<td>52.8</td>
<td>47.9</td>
<td>45.8</td>
<td>54.6</td>
<td>41.0</td>
<td>48.8</td>
<td>48.6</td>
<td>50.4</td>
<td>44.7</td>
<td>51.0</td>
<td>47.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>7</td>
<td>45</td>
<td>52.8</td>
<td>44.1</td>
<td>46.2</td>
<td>47.9</td>
<td>46.6</td>
<td>43.2</td>
<td>43.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>13</td>
<td>45</td>
<td>50.4</td>
<td>53.4</td>
<td>52.5</td>
<td>52.6</td>
<td>50.4</td>
<td>52.0</td>
<td>47.4</td>
<td>52.3</td>
<td>48.9</td>
<td>51.4</td>
<td>50.0</td>
<td>54.2</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>45</td>
<td>56.8</td>
<td>57.0</td>
<td>46.2</td>
<td>54.8</td>
<td>47.8</td>
<td>51.1</td>
<td>52.0</td>
<td>53.1</td>
<td>46.1</td>
<td>47.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>7</td>
<td>45</td>
<td>45.5</td>
<td>46.2</td>
<td>43.5</td>
<td>45.1</td>
<td>45.4</td>
<td>44.9</td>
<td>44.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>12</td>
<td>45</td>
<td>57.1</td>
<td>60.8</td>
<td>52.8</td>
<td>59.5</td>
<td>55.9</td>
<td>47.4</td>
<td>54.7</td>
<td>55.8</td>
<td>54.8</td>
<td>57.0</td>
<td>59.5</td>
<td>51.9</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>6</td>
<td>35</td>
<td>34.1</td>
<td>32.5</td>
<td>39.0</td>
<td>38.9</td>
<td>34.2</td>
<td>39.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>11</td>
<td>45</td>
<td>46.6</td>
<td>51.1</td>
<td>48.8</td>
<td>46.9</td>
<td>49.5</td>
<td>45.8</td>
<td>48.9</td>
<td>46.9</td>
<td>55.0</td>
<td>51.1</td>
<td>51.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>7</td>
<td>40</td>
<td>42.2</td>
<td>40.6</td>
<td>43.7</td>
<td>41.8</td>
<td>48.3</td>
<td>47.2</td>
<td>47.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.5 Updated results

For each one of the specimens of lots 1, 4, 9, 20 e 24 the updating methodologies described in item 3 were used.

For the results of the tests, average values $\bar{x}$ and standard deviations $s$ were determined from the results obtained in the two cylinders that compose each specimen, being then the number $n$ of samplings taken as two.

For the previous knowledge, the values $\mu_0$ and $\sigma$ were taken in the way that the characteristic strength in a T-Student distribution corresponds to the design strength in this specimen, considering a variation coefficient of 0.10. The $n_0$ used values were 3, 10, 20 e 50, in the way that it would be possible to analyze in a parametric way the influence of the weight given to the previous knowledge.

Then, using the a posteriori T-Student distribution, the updated strength value for each specimen is obtained using the respective accumulated distribution functions. The results for different $n_0$ values are summarized in Tables 8 to 12.

A first glance in the Tables 8 to 12 permits to discard the values $n_0 = 3$ and $n_0 = 50$ as references for the weight to be given to the previous knowledge. In the case of $n_0 = 3$, it seems clear that the Bayesian update leads to excessively low values for $f_{ck}$, and for $n_0 = 50$, the $f_{ck}$ values are excessively close to the design values, with a very small influence of the test data. These two values are then not adequate.
Table 8: Bayesian updating in specimens of lot 1

<table>
<thead>
<tr>
<th>Lot</th>
<th>( n_t )</th>
<th>( f_{ck} ) (Design)</th>
<th>( f_{ck} ) (Total)</th>
<th>( n_0 = 3 )</th>
<th>( n_0 = 10 )</th>
<th>( n_0 = 20 )</th>
<th>( n_0 = 50 )</th>
<th>( 0.93 f_{cm} )</th>
<th>% (( n_0 = 10 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30.0</td>
<td>30.8</td>
<td>20.2</td>
<td>28.1</td>
<td>29.1</td>
<td>29.6</td>
<td>28.4</td>
<td>1.11</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>30.0</td>
<td>30.9</td>
<td>20.3</td>
<td>28.2</td>
<td>29.1</td>
<td>29.6</td>
<td>28.5</td>
<td>0.91</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>30.0</td>
<td>30.4</td>
<td>19.8</td>
<td>27.9</td>
<td>29.0</td>
<td>29.6</td>
<td>28.1</td>
<td>0.67</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>30.0</td>
<td>30.0</td>
<td>19.4</td>
<td>27.7</td>
<td>28.9</td>
<td>29.6</td>
<td>27.8</td>
<td>0.39</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>30.0</td>
<td>30.3</td>
<td>19.7</td>
<td>27.9</td>
<td>29.0</td>
<td>29.6</td>
<td>28.0</td>
<td>0.50</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>30.0</td>
<td>30.8</td>
<td>20.3</td>
<td>28.2</td>
<td>29.1</td>
<td>29.6</td>
<td>28.5</td>
<td>0.91</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>30.0</td>
<td>32.8</td>
<td>22.5</td>
<td>29.1</td>
<td>29.6</td>
<td>29.8</td>
<td>30.0</td>
<td>3.23</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>30.0</td>
<td>31.1</td>
<td>20.7</td>
<td>28.3</td>
<td>29.2</td>
<td>29.7</td>
<td>28.7</td>
<td>1.54</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>30.0</td>
<td>31.3</td>
<td>21.0</td>
<td>28.5</td>
<td>29.3</td>
<td>29.7</td>
<td>29.0</td>
<td>1.65</td>
<td></td>
</tr>
</tbody>
</table>

Table 9: Bayesian updating in specimens of lot 4

<table>
<thead>
<tr>
<th>Lot</th>
<th>( n_t )</th>
<th>( f_{ck} ) (Design)</th>
<th>( f_{ck} ) (Total)</th>
<th>( n_0 = 3 )</th>
<th>( n_0 = 10 )</th>
<th>( n_0 = 20 )</th>
<th>( n_0 = 50 )</th>
<th>( 0.93 f_{cm} )</th>
<th>% (( n_0 = 10 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>40.0</td>
<td>43.9</td>
<td>30.7</td>
<td>39.1</td>
<td>39.6</td>
<td>39.9</td>
<td>40.50</td>
<td>3.58</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>40.0</td>
<td>41.2</td>
<td>27.3</td>
<td>37.7</td>
<td>38.9</td>
<td>39.5</td>
<td>38.08</td>
<td>1.02</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>40.0</td>
<td>40.9</td>
<td>26.6</td>
<td>37.3</td>
<td>38.7</td>
<td>39.5</td>
<td>37.57</td>
<td>0.73</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>40.0</td>
<td>43.0</td>
<td>29.4</td>
<td>38.6</td>
<td>39.4</td>
<td>39.8</td>
<td>39.62</td>
<td>2.64</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>40.0</td>
<td>43.4</td>
<td>29.7</td>
<td>38.7</td>
<td>39.4</td>
<td>39.8</td>
<td>39.80</td>
<td>2.85</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>40.0</td>
<td>43.4</td>
<td>29.8</td>
<td>38.7</td>
<td>39.4</td>
<td>39.8</td>
<td>39.9</td>
<td>3.09</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>40.0</td>
<td>45.2</td>
<td>32.6</td>
<td>39.7</td>
<td>39.9</td>
<td>40.0</td>
<td>41.76</td>
<td>5.18</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>40.0</td>
<td>42.2</td>
<td>28.4</td>
<td>38.1</td>
<td>39.1</td>
<td>39.7</td>
<td>38.87</td>
<td>2.03</td>
<td></td>
</tr>
</tbody>
</table>

Table 10: Bayesian updating in specimens of lot 9

<table>
<thead>
<tr>
<th>Lot</th>
<th>( n_t )</th>
<th>( f_{ck} ) (Design)</th>
<th>( f_{ck} ) (Total)</th>
<th>( n_0 = 3 )</th>
<th>( n_0 = 10 )</th>
<th>( n_0 = 20 )</th>
<th>( n_0 = 50 )</th>
<th>( 0.93 f_{cm} )</th>
<th>% (( n_0 = 10 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>35.0</td>
<td>41.2</td>
<td>30.4</td>
<td>35.3</td>
<td>35.2</td>
<td>35.1</td>
<td>37.8</td>
<td>6.96</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>35.0</td>
<td>42.9</td>
<td>33.3</td>
<td>35.9</td>
<td>35.4</td>
<td>35.2</td>
<td>39.7</td>
<td>10.62</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>35.0</td>
<td>43.0</td>
<td>33.4</td>
<td>35.9</td>
<td>35.4</td>
<td>35.2</td>
<td>39.8</td>
<td>10.75</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>35.0</td>
<td>36.4</td>
<td>24.4</td>
<td>33.2</td>
<td>34.1</td>
<td>34.7</td>
<td>33.7</td>
<td>1.54</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>35.0</td>
<td>37.5</td>
<td>25.8</td>
<td>33.8</td>
<td>34.4</td>
<td>34.8</td>
<td>34.7</td>
<td>2.63</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>35.0</td>
<td>36.2</td>
<td>23.8</td>
<td>32.9</td>
<td>34.0</td>
<td>34.6</td>
<td>33.3</td>
<td>1.06</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>35.0</td>
<td>41.1</td>
<td>30.7</td>
<td>35.4</td>
<td>35.2</td>
<td>35.1</td>
<td>38.0</td>
<td>7.32</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>35.0</td>
<td>41.8</td>
<td>31.6</td>
<td>35.6</td>
<td>35.3</td>
<td>35.1</td>
<td>38.6</td>
<td>8.28</td>
<td></td>
</tr>
</tbody>
</table>

Table 11: Bayesian updating in specimens of lot 20

<table>
<thead>
<tr>
<th>Lot</th>
<th>( n_t )</th>
<th>( f_{ck} ) (Design)</th>
<th>( f_{ck} ) (Total)</th>
<th>( n_0 = 3 )</th>
<th>( n_0 = 10 )</th>
<th>( n_0 = 20 )</th>
<th>( n_0 = 50 )</th>
<th>( 0.93 f_{cm} )</th>
<th>% (( n_0 = 10 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>45</td>
<td>56.8</td>
<td>45.2</td>
<td>46.4</td>
<td>45.7</td>
<td>45.2</td>
<td>52.6</td>
<td>13.34</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>45</td>
<td>57.0</td>
<td>45.6</td>
<td>46.4</td>
<td>45.7</td>
<td>45.3</td>
<td>52.9</td>
<td>14.05</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>45</td>
<td>46.2</td>
<td>30.3</td>
<td>42.2</td>
<td>43.6</td>
<td>44.5</td>
<td>42.6</td>
<td>0.93</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>45</td>
<td>54.8</td>
<td>42.3</td>
<td>46.0</td>
<td>45.5</td>
<td>45.2</td>
<td>50.7</td>
<td>10.18</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>45</td>
<td>47.8</td>
<td>32.6</td>
<td>43.2</td>
<td>44.2</td>
<td>44.7</td>
<td>44.2</td>
<td>2.26</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>45</td>
<td>51.1</td>
<td>37.2</td>
<td>44.9</td>
<td>45.0</td>
<td>45.0</td>
<td>47.3</td>
<td>5.43</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>45</td>
<td>52.0</td>
<td>38.4</td>
<td>45.2</td>
<td>45.1</td>
<td>45.1</td>
<td>48.1</td>
<td>6.48</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>45</td>
<td>53.1</td>
<td>39.9</td>
<td>45.6</td>
<td>45.3</td>
<td>45.1</td>
<td>49.1</td>
<td>7.68</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>45</td>
<td>46.1</td>
<td>30.5</td>
<td>42.3</td>
<td>43.7</td>
<td>44.5</td>
<td>42.7</td>
<td>1.02</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>45</td>
<td>47.3</td>
<td>32.0</td>
<td>42.9</td>
<td>44.0</td>
<td>44.6</td>
<td>43.8</td>
<td>2.00</td>
<td></td>
</tr>
</tbody>
</table>
Table 12: Bayesian updating in specimens of lot 24

<table>
<thead>
<tr>
<th>Lot</th>
<th>$n_0$ (Design)</th>
<th>$f_{ck}$ (Total)</th>
<th>$n_0 = 3$</th>
<th>$n_0 = 10$</th>
<th>$n_0 = 20$</th>
<th>$n_0 = 50$</th>
<th>$0.93\times f_{cm}$</th>
<th>% of $n_0 = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>45.0</td>
<td>46.6</td>
<td>31.2</td>
<td>42.6</td>
<td>43.8</td>
<td>44.5</td>
<td>43.2</td>
<td>1.4</td>
</tr>
<tr>
<td>2</td>
<td>45.0</td>
<td>51.1</td>
<td>37.3</td>
<td>44.9</td>
<td>45.0</td>
<td>45.0</td>
<td>47.4</td>
<td>5.53</td>
</tr>
<tr>
<td>3</td>
<td>45.0</td>
<td>48.8</td>
<td>33.8</td>
<td>43.7</td>
<td>44.4</td>
<td>44.8</td>
<td>45.1</td>
<td>3.11</td>
</tr>
<tr>
<td>4</td>
<td>45.0</td>
<td>46.9</td>
<td>31.3</td>
<td>42.6</td>
<td>43.9</td>
<td>44.6</td>
<td>43.3</td>
<td>1.62</td>
</tr>
<tr>
<td>5</td>
<td>45.0</td>
<td>49.5</td>
<td>35.2</td>
<td>44.2</td>
<td>44.7</td>
<td>44.9</td>
<td>46.0</td>
<td>4.05</td>
</tr>
<tr>
<td>6</td>
<td>45.0</td>
<td>45.8</td>
<td>30.1</td>
<td>42.1</td>
<td>43.6</td>
<td>44.4</td>
<td>42.4</td>
<td>0.73</td>
</tr>
<tr>
<td>7</td>
<td>45.0</td>
<td>48.9</td>
<td>33.8</td>
<td>43.7</td>
<td>44.4</td>
<td>44.8</td>
<td>45.0</td>
<td>3.00</td>
</tr>
<tr>
<td>8</td>
<td>45.0</td>
<td>46.9</td>
<td>31.0</td>
<td>42.5</td>
<td>43.8</td>
<td>44.5</td>
<td>43.1</td>
<td>1.42</td>
</tr>
<tr>
<td>9</td>
<td>45.0</td>
<td>55.0</td>
<td>42.9</td>
<td>46.1</td>
<td>45.6</td>
<td>45.2</td>
<td>51.1</td>
<td>10.75</td>
</tr>
<tr>
<td>10</td>
<td>45.0</td>
<td>51.1</td>
<td>37.2</td>
<td>44.8</td>
<td>45.0</td>
<td>45.0</td>
<td>47.3</td>
<td>5.56</td>
</tr>
<tr>
<td>11</td>
<td>45.0</td>
<td>51.1</td>
<td>37.2</td>
<td>44.8</td>
<td>45.0</td>
<td>45.0</td>
<td>47.3</td>
<td>5.56</td>
</tr>
</tbody>
</table>

For $n_0 = 10$ and $n_0 = 20$, it can be verified that the updated values presents a significant influence of the test data, with a more natural correction of the previous knowledge. This shows that, for the engineering judgement to be done, values of $n_0$ within this range are recommended. In this way, the selected $n_0$ value shall be proportional to the confidence of the analyst in the concrete batcher. An important “confidence estimator” in the concrete batcher is the batcher standard deviation, calculated from results of the concrete test results of the batcher during a predetermined time period.

The NBR 7212 [13] divides the batchers in four categories, according this standard deviation, as shown in Table 13.

Table 13: Levels of concrete batchers according their standard deviations

<table>
<thead>
<tr>
<th>Site of concrete production</th>
<th>Concrete batcher</th>
<th>Standard deviation MPa</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Level 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$Sn &lt; 3.0$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.0</td>
</tr>
</tbody>
</table>

Tables 8 to 12 furnish the deviation between the two herein recommended criteria, the one from Stucchi [12] and the Bayesian updating with $n_0 = 10$.

6 CONCLUSIONS

With an average deviation of only 3.06% with relation to the values of the Bayesian updating with $n_0 = 10$, the consideration of the $f_{ck}$ of each specimen as $f_{ck} = 0.93 \times f_{cm}$, is an interesting alternative to the present criteria of total sampling defined by NBR 12655 [1].

With the updating of the individual results through the formula $f_{ck} = 0.93 \times f_{cm}$, it could be observed that only 21 of the results of lots 1, 4, 9, 20 and 24 would be accepted by the “updated” total sampling criterion, that considers both aspects of the partial sampling, but also considers the value of each sampling.

On the other hand, regarding the total sampling control, it is clear that the criterion defined in NBR 12655 [1] ignore the probabilistic definition of characteristic strength, as well as presents incompatibility with the partial sampling control. In defining the characteristic strength of a mix has the higher value found in the test of two cylinders, there is no evidence that this value could be the one below which is the resistance of no more than 5% of the mix volume.

Two criteria are finally proposed in this paper, which are the one of Stucchi [12], proposing $f_{ck} = 0.93 \times f_{cm}$ and the Bayesian updating, with $n_0 = 10$. Regarding the last one, it would be interesting the development of future studies relating the classification levels of the concrete batchers according NBR 7212 [13], with the weight to be given to the previous knowledge in the Bayesian approach. This approach will permit that concrete batchers with a small standard deviation (in other words, with better control of the productive process), could count on a greater level of confidence, according to the Bayesian approach.

It is evident that for the implementation of changes in the present standards, more studies would be necessary, considering moreover the concretes produced in different Brazilian areas. This is the proposition in the conclusion of this paper.
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Increasing structuration rate of 3D printable concretes: the effect of viscosity enhancing admixtures

Elevação da taxa de estruturação de concretos para impressão 3D: o efeito de aditivos modificadores de viscosidade

Jessica Amanda Hasse, Ariane Prevedello Rubin, Lucas Carvalho Quintanilha, Wellington Longuini Repette

Abstract: In the last decades, 3D printing has emerged as a promising new paradigm for manufacturing. Even in the civil construction industry, it has gained attention from companies and researchers around the world. Despite of that, the properties of materials applied in the additive manufacturing process are still understudied. One of the challenges is the need to conciliate both high bearing capacity, sparing the need of any confining measures, and the ability of keeping fluidity for enough time, in order to avoid cold joints between the layers. In that scenario, viscosity enhancing admixtures (VEAs) can be a solution, because they are able of promoting flocculation, viscosity gain and yield strength increase, reducing the deposition time in between the layers, which may decrease the formation of cold joints. This research evaluated rheological parameters of four different VEAs and found out that they show potential for increasing the cohesion and buildability of concretes for 3D-printing. The results showed that this effect varies with the type and amount of the admixture adopted and bentonite clay, as a mineral powder material, performed best in comparison to other polymeric VEAs, presenting structuration rates of up to 62% higher than the reference mixture.

Keywords: 3D printing, additive manufacturing, extrudable concrete, viscosity-enhancing admixtures, bentonite clay.
1 INTRODUCTION

The additive manufacturing technology, or simply 3D printing, dates back to the 1980s and it was initially developed in the scope of prototyping [1]. In the last two decades, however, there has been a growing interest around the additive fabrication processing of large-scale components for civil construction. The technique can be used to optimize time, reduce costs, flexibilize projects, reduce waste generation, and fabricate structures without formwork and falsework [2]–[5].

However, in the additive manufacturing process with concrete, the challenge of stacking layers tightly attached to one another still persists. If the layers overlaps occur too quickly, they won’t have sufficient strength to avoid deformations caused by their own weight. On the other hand, if optimal waiting time between depositions is exceeded, there will be loss of interlayer adhesion and formation of cold joints, which compromises the final mechanical performance of the structure [3], [6].

The stability of the printed structure depends on two distinct factors: (a) the vertical stress acting on the prior deposited layers and (b) the material’s yield strength. Both are time dependent, being the former related to the construction rate, i.e. the speed at which each new layer is deposited after the previous layer, while the latter relates to the structuring at rest of the concrete [3], [6].

1.1 Extrudable concretes

In recent years, 3D printing systems have been successfully applied to the construction of structural elements and architectural components, adopting a variety of cementitious compositions. However, there is still no domain or consensus in the technical-scientific community regarding the preparation of cementitious mixtures suitable for additive manufacturing [1], [4], [7]. Among the main objects of study in this matter are the topics related to the properties at the fresh state of the material, mainly extrudability and buildability.

Extrudability refers to the ability of the material to continuously flow through the tubes and nozzles in the print head, and it is measured based on the distance by which the concrete can be printed without blocking the nozzle, free from cracks and separations. Buildability refers to the ability of the material to maintain the extruded shape under its own weight and the stresses from the upper layers and it can be measured by the maximum number of printed layers without collapse [2], [4], [6]. The maintenance of desirable properties can be obtained by using chemical admixtures capable of adjusting the mixture’s desired workability. Note that the material must be sufficiently fluid for extrusion purposes, but sufficiently firm for mechanical stability of the structure. For this reason, the influence of several admixtures on such material is the subject of lots of recent studies [4], [8].

1.2 Structuration rate

The resting time between the casting of two successive layers is directly related to the development of the microstructure of the cementitious material. This process depends basically on: (a) a reversible physical phenomenon, due to the flocculation processes of the colloidal particles, and (b) an irreversible chemical phenomenon, due to the hydration processes in the cement paste [9]–[11], promoting an increase on the materials yield strength, but also diminishing its workability throughout the resting time [12]–[15].

In this context, the yield strength can be defined as the ability of the cementitious material to withstand the stresses, resulting from the attractive interparticular forces between cement and the other particles that constitute the mixture. Therefore, to ensure the stability of the printed structure, fresh concrete yield strength, over resting time, must increase and be greater than the imposed stresses [9].

The materials yield strength evolution over resting time, during the flocculation period of cementitious matrices, follows a linear regimen, previously denominated as structuration rate (Athix) and may be estimated be estimated by the following equation from [13]:

\[
\text{Athix} = \left( \tau_0(t) - \tau_{00} \right) / t
\]

Where: Athix is the structuration rate (Pa/s); \( \tau_0(t) \) is the yield strength after some time (Pa); \( \tau_{00} \) is the initial yield strength (Pa); and \( t \) is the elapsed time (s).
1.3 Viscosity enhancing admixtures

One way to control the rheological behavior of cementitious matrices is by the use of viscosity enhancing admixtures (VEAs), which are generally applied to concretes in order to reduce the risk of segregation and exudation [16]-[18]. Since their action increases the viscosity and yield strength of the mixtures, their use may be extended to printable concretes [7].

There are many types of VEAs, which can be mineral compounds in the form of extremely fine powders (such as silica fumes and nanoclays), natural polymers (xanthan gum and agar) and synthetic or semi-synthetic polymers (polyacrylates, polyvinyls, ether derivatives) [16], [17]. Similarly, the actuation mechanism of such additives may also vary [7]. It is evident that the extent of viscosity increase will depend on the type and concentration of the admixture, its adsorption capacity by the cement particles, anionicity and molecular weight [19], as well as the shear rate applied to the concrete. The modes of action of the main polymeric VEAs, according to [17], are:

- Adsorption: Long-chain polymer molecules adhere to water molecules, fixating it in part and expanding so that the viscosity of the liquid medium in the mixture is increased.
- Association: Polymer molecules develop attractive forces with each other so that, when connected, they block the free passage of water from the mixture. This promotes gel formation with consequent increase in viscosity.
- Intertwining: At higher concentrations, polymeric molecules can intertwine and entangle, increasing the viscosity of the assembly in which they fit. This effect can disappear at sufficiently high shear rates by aligning the polymer chains in the flow direction, generating a behavior known as pseudoplasticity.

Since these admixtures have a potential increase in the yield strength of concrete, their insertion may be able to improve the structuring rate of mixtures intended for 3D printing. However, because of the variability of types and modes of operation, especially with regard to polymeric VEAs, it is important to evaluate the various commercially available products.

1.4 Bentonites

Mineral compounds in the form of fine powders are among the most used viscosity enhancing admixtures for concrete. Among them, but not so disseminated, nanoclays and, particularly, bentonite clays arouse special interest because of their unique properties, such as the capacity of producing thixotropic gels, expanding up to 20 times its original volume when put in contact to water [20], [21].

Due to the high concentration of adsorbed cations over the clay particle surface, when the particles are dispersed in a liquid, the diffusion phenomenon happens so to equalize the concentration all over the fluid. However, the ease to which this should happen depends on the electromagnetic field originated around the particle’ surface, and also on the ion-surface interactions that are unique to every type of exchangeable cation. The phenomenon caused by the combination of these two opposite events is called diffuse double layer [22], [23].

It is known that the montmorillonite particles are extremely small, flats and floc shaped, with 1nm of thickness by 220nm of length, and have two different charges on its surfaces. On the one hand, on the borders of the particles a pH dependent surface is formed, resulted from the protonation and deprotonation of the OH- groups, varying from positive to negative as the solution pH is altered [24], [25].

Figure 1 shows the behavior of the clays when dispersed in a fluid. When submitted to a forced flow, particles tend to orientate according to the flow. When the flow is discontinued, particles are rearranged by the attraction of the negatively charged faces to the positively charged extremities, forming a tridimensional structure inside the fluid [26].

![Figure 1. Bentonite clays behavior: charged particle, under forced flow and at rest [Zhang et al., 2018].](image)

The unique thixotropic gels formation in these materials is then produced by this combination of effects, where the electro-viscous effect under low ionic forces, caused by the well-developed diffuse double layer, is later kept by...
the particle immobilization on the tridimensional formed net. Besides that, particles that have opposite charged to
the clay-minerals, i.e. the oxides from the iron and aluminum hydroxides, also favor the thixotropic tendency of the
solutions through the formation of connection points between them [21], [25].

When interacting, bentonite clays and cement may alter the mixes properties by three different reasons: the
significant increase in the pH solution (around 12 ~ 13 caused by the cement), would promote the thixotropic gels
formation from the alteration of the charges on the bentonite particles ends, the supersaturation of Ca2+ ions, which may
favor or prejudice the cation exchange, depending on the bentonite nature, as well as promote a higher water retention
between the particle’s layers, compressing the double diffuse layer for the high ion concentration that will result in
higher flocculation, and a somewhat meaningful presence of K+ ions. All of these effects would promote the retention
of water, significantly increasing the viscosity of the mixture [27].

2 MATERIALS AND EXPERIMENTAL PROGRAM

In this context, the present work analyzes the effect of different viscosity enhancing admixtures in extrudable
concretes and their influence in the materials’ yield strength over time, in order to favor its structuration rate (Athix),
required to improve buildability of printable mixtures.

2.1 Materials and mixture proportions

For this research, nine different mixtures were produced as stated in Table 1: one reference mixture (without any VEA
content), and eight other mixtures with four different types of VEA in two amounts (three polymeric commercial VEAs and one
type of bentonite clay). All of them were made with Portland cement with pozzolanic addition, classified as CP-IV, according
to ABNT NBR 5736/1991 [28]. Table 2 presents the chemical composition of the adopted powder materials. The granulometric
composition measured with a Microtrac S3500 laser granulometer of the dry materials is shown in Figure 2.

<table>
<thead>
<tr>
<th>Table 1 Mixes proportioning.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mix</td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td>REF</td>
</tr>
<tr>
<td>VEA1 0.6</td>
</tr>
<tr>
<td>VEA1 1.2</td>
</tr>
<tr>
<td>VEA2 0.6</td>
</tr>
<tr>
<td>VEA2 1.2</td>
</tr>
<tr>
<td>VEA3 0.6</td>
</tr>
<tr>
<td>VEA3 1.2</td>
</tr>
<tr>
<td>BENT 0.3</td>
</tr>
<tr>
<td>BENT 0.6</td>
</tr>
</tbody>
</table>

*to the cement weight

<table>
<thead>
<tr>
<th>Table 2 Chemical composition of the powder materials.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Determination</td>
</tr>
<tr>
<td>----------------------</td>
</tr>
<tr>
<td>SO₃</td>
</tr>
<tr>
<td>Al₂O₃</td>
</tr>
<tr>
<td>SiO₂</td>
</tr>
<tr>
<td>Fe₂O₃</td>
</tr>
<tr>
<td>MgO</td>
</tr>
<tr>
<td>CaO</td>
</tr>
<tr>
<td>K₂O</td>
</tr>
<tr>
<td>Na₂O</td>
</tr>
<tr>
<td>TiO₂</td>
</tr>
<tr>
<td>MnO</td>
</tr>
<tr>
<td>P₂O₅</td>
</tr>
<tr>
<td>Insoluble residue</td>
</tr>
<tr>
<td>Heat loss</td>
</tr>
<tr>
<td>Free CaO</td>
</tr>
<tr>
<td>Alkali equiv.</td>
</tr>
</tbody>
</table>
All mixtures were made using a polycarboxylate based high range water reducer admixture (HRWR). Also, besides bentonite clay, three commercial viscosity enhancing admixtures (denominated VEA1, VEA2 and VEA3) were investigated. Table 3 shows their main characteristics.

Table 3 Physical chemical characteristics for the admixtures.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>HRWR</th>
<th>VEA1</th>
<th>VEA2</th>
<th>VEA3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific weight (g/cm³)</td>
<td>1.05 – 1.10</td>
<td>1.00</td>
<td>1.02</td>
<td>1.01</td>
</tr>
<tr>
<td>pH</td>
<td>3 - 6</td>
<td>6</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>Aspect</td>
<td>Liquid</td>
<td>Liquid</td>
<td>Gel</td>
<td>Liquid</td>
</tr>
<tr>
<td>Solid content (%)</td>
<td>-</td>
<td>9.53</td>
<td>10.00</td>
<td>9.60</td>
</tr>
</tbody>
</table>

In order to obtain a reference mix that would meet the extrudability requirements, a few different batches were tested according to the method proposed by [29], in which concrete filaments with 1 to 2cm width are extruded for a minimum of 30cm length. The material should keep its cohesion and shape to be considered extrudable, as shown in Figure 3a. Figure 3b shows the printing process of one sample.

The established mixing procedure was the same for all mixes: dry materials were manually mixed prior to mechanical mixing was started and, thereafter, on the course of the first minute of mixing, they were gradually added to the mixing water, where the HRWR was already diluted. After that, the materials were mixed for 5 more minutes,
put at rest for 1 min for the addition of the viscosity promoters, when the case, and proceeded to mix for 2 final minutes. The mixture velocity was fixed in 25 rpm, in a Tedemix ML-03 mixer, equipped with a Ø80 mm cowl's disc.

After the sample preparation, mixes were submitted to rheological tests, in order to evaluate the effect of the viscosity enhancing admixtures on the materials’ yield strength over time, as well as to the materials’ structuration rate.

2.2 Rheological and complementary tests procedures

Yield strength measurements were taken for all mixes at 10, 45 and 90 min after the addition of the cement to the water. For the rheological measurements, a Thermo Scientific HAAKE MARS III rheometer with Vane geometry was used.

The rotor was immersed into the mixes right after the mixture procedure was ended and kept at rest until the defined measurement times were reached. A new batch was made for each measurement that was taken. The tests were carried out maintaining a constant shear rate with angular velocity of 0.25 rpm. Results were obtained from the medium value of a pair of data, at each established resting time, and plotted as a function of the yield strength over time.

After the rheological tests, the consistency index was measured according to ABNT NBR 13276/2016 [30], at the same resting times established for the rheological measurements (10, 45 and 90 min), in order to evaluate the materials’ fluidity loss over time. The test was carried out placing the material into the test recipient, and then left at rest until the established times were reached for testing.

The reaction kinetics of the mixtures were measured by isothermal calorimeter model TAM AIR (TA Instruments) of eight channels with controlled temperature of 23°C for 60 hours. Also, measurements for the fresh state specific weight, as well as the 28 days compressive strength, according to ABNT NBR 13278/2005 [31] and ABNT NBR 7215/1997 [32], respectively, were made.

3 RESULTS AND DISCUSSIONS

3.1 Yield strength

Figure 4 shows the yield strength obtained for all of the mixtures with 10, 45 and 90 minutes of rest. The increasing values over time observed is the result mostly of the flocculation processes that come from the interaction of colloidal particles inside the mixes, which can be also inferred from the calorimetry tests (see section 3.3), and also from the calcium silicate hydrates on the contact points between the cement particles that usually occur on cementitious materials [9], [14].

![Figure 4. Yield strength evolution over time](image-url)
Regarding the mixtures with the polymeric VEAs, it can be said that:

1) VEA 1 and VEA2 were not able to increase, comparing to the reference mixture, the yield strength in any of the measured resting times.
2) For the mixture with VEA3, there was no significant variation from the reference mixture after up to 45 minutes, with a slightly increase at the 90 minutes measure.

This behavior may seem to go in opposition to what was expected, since the addition of the viscosity enhancing admixtures should increase the mixtures’ viscosity and its yield strength. However, the mechanism in which each of this admixtures work can be affected both by the shear rate applied and the w/c ratio. About the former, since the incorporation of the polymeric VEAs was made without discounting the water content of the solution, and their solid content was only approximately 10%, the mixtures with VEA1, VEA2 and VEA3 had a slightly higher w/c ratio than the reference mixture, which can lead to viscosity reduction and yield strength decrease. This means that the three-dimensional polymeric structure expected to be formed due to the presence of such VEAs was not enough to produce an increase in the yield strength under this particular shear rate and in face of the w/c difference.

It should be noted, nevertheless, that this does not mean that polymeric VEAs are always not suited for increasing the yield strength of printable concretes, because different applications subject the material to different shear rates. Besides, the water content of the polymeric solution can be subtracted from the mixture, if it is shown that to be the case. Regards to the chemical composition, there are many different commercially available polymeric VEAs, with different acting mechanisms – as discussed early on in this paper (see section 1.3) – which means that some of them may be better suited for some specific applications than others.

In contraposition to the mixes using the VEAs, the mixes that used bentonite on its composition, for both the lower (0.3%) and the higher (0.6%) percentages, showed an increase to the yield strength when compared to the reference mixture, for all measured resting times. The registered increase was up to 70% higher for the longer periods (90min rest). It must be considered the fact that the incorporation of bentonite clay elevates the solid/liquid rate of the mixture, which alone can improve its viscosity and yield strength. But this behavior is not only due to the fact that the bentonite clay is a very fine material with high surface area, but also tend to form a thixotropic gel when dispersed in a liquid phase, which alters the rheological response of the mixture, as noted by previous works [33]. The results obtained here confirmed that the three-dimensional network was indeed formed by the bentonite presence, even with the dispersion happening on a cement-based matrix. This is of great value concerning 3D printing with concrete, because of the great gain in buildability.

3.2 Structuration rate

Table 4 shows the structuration rate values (Athix) of the investigated mixes. It is clear that the presence of VEA1 and VEA2 did not benefit the Athix value, lowering its measure of up to 32,6% of the original value (REF). On the other hand, the mixes with VEA 3 and bentonite clay presented structuration rates of up to 61,23% higher than the REF mix. In a previous study [34] involving the use of VEA in cement pastes, three different dosages of the admixture were tested, and as a result it was obtained that higher amounts of VEA would improve both the materials yield strength as well as the structuration rate. In that case, the obtained values for the Athix were slightly lower than the ones found here, firstly because said study wasn’t carried for printability purposes, and secondly because the presence of the aggregates should improve the robustness of the material, resulting in higher yield strength. The increase on the structuration rates is an important asset for 3D printing applications because there is not only a need for high yield strength, but for a rapid increase to such values after the layer casting. The speed in which the structuration of the mixture under rest increases must be as higher as it is possible to print the next layers (to avoid cold joints), what varies with the available printer. That’s why there is not a target value per se, but, in general, higher Athix values are preferable [6], [8].

In another recent work [35], it was also confirmed the effectiveness of clays in increasing the structuration rates of the mixes, there referred as the robustness of the material, when compared to mixes containing silica fume and viscosity modifying admixtures. In this case, superplasticizer was used to compensate the extremely higher yield strength in the mixes containing clays, in order to reach the same properties for printability purposes. However, according to [12], all produced mixes could be considered highly thixotropic. The BENT 0.6% mix produced the highest result for such a behavior, while VEA 1.2%, the lowest.

<table>
<thead>
<tr>
<th>Property</th>
<th>REF</th>
<th>VEA1 0.6</th>
<th>VEA1 1.2</th>
<th>VEA2 0.6</th>
<th>VEA2 1.2</th>
<th>VEA3 0.6</th>
<th>VEA3 1.2</th>
<th>BENT 0.3</th>
<th>BENT 0.6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{thix}$ (Pa/s)</td>
<td>0.841</td>
<td>0.644</td>
<td>0.694</td>
<td>0.605</td>
<td>0.567</td>
<td>1.066</td>
<td>0.982</td>
<td>0.723</td>
<td>1.356</td>
</tr>
<tr>
<td>Mass density (kg/m³)</td>
<td>2040.4</td>
<td>1917.2</td>
<td>1899.6</td>
<td>2047.3</td>
<td>2038.3</td>
<td>2036.1</td>
<td>2022.4</td>
<td>2044.5</td>
<td>2065.1</td>
</tr>
<tr>
<td>Entrained air (%)</td>
<td>8.88</td>
<td>14.38</td>
<td>15.17</td>
<td>8.57</td>
<td>8.97</td>
<td>9.07</td>
<td>9.68</td>
<td>8.70</td>
<td>7.78</td>
</tr>
</tbody>
</table>
3.3 Isothermal calorimetry

Figure 5 shows the heat flow released by the mixtures over time. It is possible to conclude that the induction periods (measured by the slope of the curves during the acceleration period) and the maximum heat release peaks have reached similar behaviors for all mixtures. It is evident that the different types and amounts of viscosity modifiers used have not produced significant alterations on the heat flow for the first hour, that is, they did not accelerate nor retard the hydration process of the mixtures in that period, meaning that potential modifications on the structuration rates, measured through the rheometry tests, were not due by an alteration on the cement hydration process.

![Figure 5. Heat flow over time.](image)

3.4 Consistency index

Figure 6 shows that all mixes presented a decrease on the consistency index over time (10min, 45min and 90min resting times), as it was expected, being it a result of (a) the particle rearrangement; (b) the viscosity modifiers effect, or (c) as a result of the hydration products of the cement, even minimally. Through the results, it is possible to observe that VEA mixes have initially performed an increase on the flowability of the mixes, possibly caused by the change on the water/cement ratio due to the water content present on the VEAs. Such an increase was ceased for the longer waiting periods (90min resting time), where all mixes showed an increase on the consistency when compared to the REF mix. Previous studies with printable concretes have reported that using VEAs should result on the diminishing of the fluidity of the material on fresh state [36], [37], and that the consistency keeps increasing over time [36], as observed here. REF mix showed a 14% reduction on the consistency index during the 10 to 90min interval, while VEAs produced a decrease of up to 38%, and bentonites 40%. When looking at the percentages between the same materials, it was not observed significant changes in any of the mixes. This result show that the incorporation of the different VEAs made the mixtures less susceptible to deformation over time, which is very useful to additive manufacturing applications.

3.5 Mass density and entrained air

The mass density and the entrained air values were measured for the fresh state of mixes. Table 4 shows these results. As it may be noted, most values were found to be similar to the REF mix, in exception of mixes VEA1 on both levels, which have shown a significant decrease in the mass density, as a result of a great air entrapment percentile. For mixes with VEA1 the entrained air values were up to 40% larger than the ones obtained by the REF mix, whereas mixes BENT showed the same amount or even slightly smaller values than REF. Usually, when looking into the VEAs action, it is not always expected for them to increase the air entrained content on cementitious mixtures [17], [38], although it might sometimes come as a secondary effect depending on the family of VEA that is used [17], like methylcellulose viscosity.
modifiers, for example [39]. In this case, the air entrainment would justify the lower performance of the VEA1 mixes when compared to the REF for the yield strength, structuration rate and even compressive strength obtained. For 3D printing, the incorporation of some air can be a good asset regards to the flowability of the mixture, but it is important that it does not negatively affect its mechanical performance. In this particular case, mixtures with higher amounts of entrained air (VEA1 0.6 and VEA1 1.2) performed among the worse results in the yield strength evaluation.

![Figure 6. Consistency index.](image)

### 3.6 Compressive strength

Figure 7 shows the compressive strength results on 28 days test. The results were statistically analyzed using variation analysis test (ANOVA), and the Fisher variation test. All mixes, except mixes VEA1, reached statistically the same value as the REF mix, which was 37.7MPa. Mix VEA1 1.2 had the worst result, 21% smaller than the REF mix, with only 29.6MPa. This may be due to the higher air incorporation. The compressive strength of a concrete mixture for 3D printing varies with its application, therefore there isn’t a specific range of compressive strength that should be aimed for. In this particular work, the aim was to see if the incorporation of VEAs would harm mechanical performance, which was not the case for the majority of the mixtures.

### 3.7 Overall discussion

For this study, viscosity-enhancing admixtures were used in order to benefit the structuration rate of the materials and to improve buildability by increasing the yield strength of the mixes. The consistency index test indicates that the modifiers did perform their job of promoting an increase in the cohesion of the mixture. However, the magnitude to which bentonite produced such effects, in both trials, was shown to be more expressive than that produced by polymeric VEAs.

It is important to state that the results make it evident that there is no direct numerical correlation between the consistency index and rheometry results, since the same range of consistency values may encompass distinct flow voltages.

The increased cohesion and yield strength, mainly presented by BENT mixtures, could be justified as an acceleration of the formation of cement hydration products. However, the calorimetry test proves that all the measurements performed occurred during the mixes dormant period, implying that the main effect was due to the physical flocculation phenomenon by internal arrangement of particles, regardless of the modifier used. When Bentonite clays were incorporated to the mixtures, the thixotropic effect can also be pointed as responsible for the structuration response.
Regarding the amounts of tested VEAs, the higher availability of the product in the mixture did not increase the cohesion and gain of the yield strength, except for the bentonites, where the higher content resulted in improved buildability. This could be due to (a) saturation of the VEAs into the mixture, (b) the adsorption difference with the cement particles, (c) its anionicity, (d) its molecular weight, (e) to an increase in the water/cement ratio (since the liquid admixtures were added without withdrawing the equivalent water amount of the mixture) and (f) due to an increase of the entrained air into the mixture (as it was the case with VEA1 0.6 an VEA1 1.2).

Furthermore, the presence of viscosity modifiers did not change the compressive strength values of the mixtures, except for mixtures VEA1. In this case, the higher content of incorporated air, confirmed by the fresh mass density test, justifies both the reduction in the compressive strength and also the lower performance of the product when compared to VEA2 and VEA3 in every other test.

The values of yield strength and structuration rate were higher for bentonite mixtures than those obtained by the other mixtures analyzed. The calorimetry test also proves that the improvement in the stiffness of the cementitious matrix by the presence of clay is not due to the increase of the formation of cement hydration products. Therefore, the structuration phenomenon is attributed to the internal arrangement, and especially to the formation of thixotropic gel, the formation of a three-dimensional network, free water retention and ionic attraction of the particles’ effects caused by this type of material.

The results point to the technical feasibility of the use of viscosity modifiers in favor of the load bearing capacity of concrete suitable for 3D-printing, due to the increased cohesion. It should be noted, however, that not all types of VEAs would be capable of delivering the same effect, while bentonites would be the best of the options, showing a better behavior than any other modifier.

4 CONCLUSIONS

The study set to investigate the effect of three commercial viscosity enhancing admixtures and bentonite clay over the structuration rate of 3D printable concretes allows to conclude that:

- VEAs show potential for increasing the cohesion and buildability of concretes for 3D-printing;
- It was not possible to determine a direct relationship between the structuration rate, cohesion of the mixture and its buildability;
With due control in the content, the presence of bentonite clay in concrete for 3D printing does not influence negatively the values of compressive strength; 
- The use of bentonite clays in concrete mixes for 3D printing proved to be very effective in promoting cohesion and increasing buildability, being a field of research with imminent potential.
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Compression resistance of repaired structural concrete elements after core extraction

Resistência à compressão de elementos estruturais de concreto reparados após extração de testemunhos

Tauana Bartikoski, Vanessa Oerle Kautzmann, Vinicius de Kayser Ortolan, Bernardo Fonseca Tutikian, Regina Modolo

Abstract: Core sampling for testing is considered a reliable method to provide information on structural materials and is one of the most implemented techniques in the evaluation of concrete elements. However, core drilling results in a decrease in cross section that can compromise structural mechanical strength even if the extracted section is repaired. Norm NBR 7680-1 recommends dry pack as a repair method but also allows the use of other techniques as long as its effectiveness is proven. This work evaluated the resistance of repaired structural prototypes after core drilling sampling. Concrete blocks with 20 MPa resistance were produced from which cores of 100 mm, 75 mm and 50 mm in diameter were extracted. The blocks were repaired with 20 MPa concrete, grout and dry pack techniques. The reconstitution with concrete showed poorest performance, while dry pack led to strengths even higher when compared to reference values.

Keywords: core sampling, dry pack, grout, compression strength.

INTRODUCTION

On-site evaluation methods are used to evaluate the compression resistance of reinforced concrete. This is necessary due to uncertainties in the properties of concrete or to better assess the loading capacity of the structural element [1]–[3]. Among in situ methods, core extraction is considered the most reliable since it replicates closely the real properties of the material [4]–[7].
Core sample extraction has the potential to create micro-fissures in concrete. This not only reduces the mechanical resistance of the material but also can induce lower resistance in samples with smaller diameters since they have a higher surface-to-volume ratio. The minimum sample diameter recommended by ASTM is of 100 mm while British Standards EN 12504 allows compression testing on samples as small as 50 mm in diameter without the need for correction factors. Norm ABNT NBR 7680:2015 recommends a minimum diameter of 100 mm for core samples but allows diameters of 75 mm and 50 mm in specific situations. Another factor to be considered is the concrete class which causes further effects in compression tests of samples with varying diameter. The volume of the sample may or may not be important depending on the mechanical resistance of the concrete. Concretes with higher resistance are less likely to develop fissures during the extraction process when compared to concretes with lower resistance. Higher resistance concretes also present a more robust transition zone with higher adhesiveness surface with less flaking.

The objective of this study is to further contribute to the analysis of different repair methods in finished structures from which core samples have been extracted. In particular, structural grout and dry pack techniques were analyzed and compared. Also, since there were divergences with respect to the effect of sample diameters, comparative mechanical tests were conducted on blocks with different repair sizes.
2 METHODOLOGY

2.1 Materials

A total of 24 concrete blocks of class C20 were produced in a batch plant and divided in 3 groups, each containing 8 blocks. Group 1 contained blocks measuring 500 mm × 300 mm × 230 mm, group 2 contained blocks measuring 375 mm × 225 mm × 180 mm and group 3 contained blocks measuring 250 mm × 250 mm × 150 mm. Concrete dosing followed the methodologies of Tutikian and Helene [46] and Gil et al. [47]. This procedure was adopted so the extracted core samples had a constant volume ratio with respect to the original concrete blocks.

Following core extraction, three different recovery methods were used. The first method made use of concrete with the same characteristics as the original block. The concrete mixture was prepared in a vertical axis mixer. The second method utilized industrial-grade structural grout made from Portland cement, quartz sand and special additives. Grout was prepared with a water/solid material ratio of 0.12 and aging compression tests measured a resistance of 42 MPa after 7 days and 50 MPa after 28 days. The third method utilized dry pack made from a thixotropic and single component industrial plaster specific for structural repairs. Preparation used a water/solid material ratio of 0.13 and aging compression tests measured a resistance of 30 MPa after 7 days and 40 MPa after 28 days. Coarse basalt aggregate with a maximum granulometry of 9.5 mm was incorporated between layers as proposed by norm ABNT NBR 7680-1, Anex A [17].

2.2 Curing of concrete blocks

Concrete blocks were demolded and conditioned in a climate-controlled chamber kept at 23 ± 2 °C and relative air humidity of 97% for 28 days. Following this period, core samples were extracted.

2.2.1 Core sample extraction

Cylindrical core samples were extracted from the cured blocks. Procedures followed ABNT NBR 7680-1 [17] recommendations with a height/diameter ratio (h/d) of 2. Three distinct sample diameters were chosen: Ø100 mm, Ø75 mm e Ø50 mm with the last 2 reserved for concrete blocks with higher reinforcement.

Table 1 displays the characteristics of the concrete, source concrete block dimensions, sample dimensions, number of samples extracted, % volume of the sample relative to the block and the type of material used in the repair. From the blocks measuring 500 mm × 300 mm × 230 mm and 375 mm × 225 mm × 180 mm, 2 samples with diameters of 100 mm and 75 mm were extracted, respectively. From the blocks measuring 250 mm × 250 mm × 150 mm, 4 samples 50 mm in diameter were extracted. The position of each hole of extraction kept at distance of at least one sample-diameter from each other, and one sample-diameter with respect to the edges of the block as seen in Figure 1. Two blocks from each dimension were kept intact as reference. The drilled blocks had samples extracted horizontally in a direction perpendicular to the pouring of concrete. The drill was diamond-crowned and water-cooled.

![Figure 1 – Drilling hole placement according to block dimension](image)
2.2.2 Block repair

Block repair was conducted utilizing C20 concrete, grout and dry pack. Each block was prepared according to NBR 7680-1 [17], with the internal surface of each hole cleaned and saturated with moisture. This procedure was realized in order to ensure a better adhesiveness between the concrete block and the repair material [34], [48], [49]. Concrete repair was conducted by inserting fresh C20 material in molds and extruding it into the hole. After hardening, excess concrete was shaved off. Grout repair followed the same procedure as concrete as seen in Figure 2. Dry pack repair was conducted according to NBR 7680-1, Annex A [17]. The drilled hole was filled with alternating layers of mortar of thickness of less than 5 cm and coarse gravel of thickness between 9.5 mm and 25 mm. A cylindrical pestle 25 mm in diameter was used to push in and compact each layer as seen in Figure 3. Once filled, the external surface of the repair was smoothed out with a metallic trowel and curing allowed to happen. Figure 4 shows the finished repaired blocks with concrete, grout and dry pack.
2.2.3 Curing of repair material and testing

Repair material applied to the blocks was cured for 7 days with water spraying. After curing, the repaired block was allowed to age for a total of 28 days from the date of reconstitution. Compressions tests were performed in a universal press and neoprene slabs were used to distribute the load along the contact surface as seen in Figure 5.
3 RESULTS AND DISCUSSION

Results are presented in Table 2 and Table 3. Table 2 displays the compression resistance of cylinders measuring Ø 10 cm × 20 cm of C20 and grout after 28 days of aging. Table 3 displays the compression resistance of the concrete blocks with respect to each repair material and core sample size. The potential tension values are in accordance with norm ABNT NBR 12655:2015 [50]. Table 3 shows that, of the repaired concrete blocks, the ones with dry pack repair had the best performance. In particular, the repair with 100 mm diameter had a compression resistance 8.2% higher than the reference blocks.

Table 2 Repair material compression resistance

<table>
<thead>
<tr>
<th>Type of material</th>
<th>Load (kN)</th>
<th>Tension (MPa)</th>
<th>Average Tension (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C20</td>
<td>303.41</td>
<td>38.6</td>
<td>39.1</td>
</tr>
<tr>
<td></td>
<td>310.31</td>
<td>39.5</td>
<td></td>
</tr>
<tr>
<td>Grout</td>
<td>540.64</td>
<td>68.9</td>
<td>62.0</td>
</tr>
<tr>
<td></td>
<td>432.09</td>
<td>55.0</td>
<td></td>
</tr>
</tbody>
</table>

Table 3 Concrete Block Compression Resistances

<table>
<thead>
<tr>
<th>Material</th>
<th>Ø (mm)</th>
<th>Tension (MPa)</th>
<th>Potential Tension (MPa)</th>
<th>Ø (mm)</th>
<th>Tension (MPa)</th>
<th>Potential Tension (MPa)</th>
<th>Ø (mm)</th>
<th>Tension (MPa)</th>
<th>Potential Tension (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td></td>
<td>11.0</td>
<td>8.3</td>
<td>-</td>
<td>10.1</td>
<td>13.5</td>
<td>-</td>
<td>9.5</td>
<td>12.1</td>
</tr>
<tr>
<td>C20</td>
<td>100</td>
<td>8.0</td>
<td>8.4</td>
<td>75</td>
<td>7.2</td>
<td>8.1</td>
<td>50</td>
<td>6.6</td>
<td>7.3</td>
</tr>
<tr>
<td>Grout</td>
<td></td>
<td>10.1</td>
<td>11.1</td>
<td>11.1</td>
<td>7.2</td>
<td>8.1</td>
<td>8.1</td>
<td>6.6</td>
<td>7.3</td>
</tr>
<tr>
<td>Dry pack</td>
<td></td>
<td>8.6</td>
<td>11.9</td>
<td>11.9</td>
<td>9.6</td>
<td>12.9</td>
<td>12.9</td>
<td>9.1</td>
<td>9.1</td>
</tr>
</tbody>
</table>

Comparisons of the performance of the repaired blocks and reference blocks are shown in Figure 6. Blocks with 100 mm diameter extractions repaired with grout and dry pack were able to resist compression levels higher than the reference blocks. As extraction size decreased, repaired blocks underperformed with respect to reference blocks. The worst performance was obtained with the 75 mm diameter extraction block repaired with grout: a 40% reduction with respect to the reference block.

![Figure 6 – Compression resistance of repaired blocks compared to reference blocks](image-url)
Figure 7 shows the effect of diameter of the extracted region on the compression resistance of each repair material. Overall, it can be stated that a 50 mm diameter extraction compromised the mechanical resistance of the repaired block the most regardless of the repair material. This was likely a result of damage to the concrete block in the extraction of this smallest sample. If the concrete itself was less resistant, core extraction could lead to the appearance of micro-fractures and flaking of aggregates. In this case, a core sample with a higher area/volume ratio became a relevant factor in the loss of mechanical properties.

Overall, dry pack presented the best efficiency in recovering the mechanical properties of the repaired blocks. This might be related to the water/cement ratio in this type of material. Smaller water content in the mixture leads to less shrinkage which is highly important in the structural repair of concrete. A shrinking repair material might leave gaps between the original material and filled volume so that the block would tend to fracture under compression before it can incorporate the resistance of the repair material. This phenomenon can be observed in the fracture characteristics of each block in Figure 8, with the fracture occurring in the interface between the repaired core and the block. While this may explain dry pack performance, comparison of the water/solid ratio between dry pack and grout showed minimal differences insufficient to cause such difference in performance (0.13 for dry pack and 0.12 for grout). In this case, compaction effects associated with the filling technique were likely to have influenced the results. In the case of grout, repair material was poured in with no special compaction executed. Dry pack, on the other hand, was filled in several packed layers and the energy of compaction could have induced greater adhesiveness and left fewer gaps in the interface with the block.
4 CONCLUSIONS

Results of this study demonstrated that dry pack was the most efficient filling material to repair core sample extraction volumes in concrete elements. Concrete itself was shown to be an inefficient repair material with the repaired block having a 38% reduction in compression resistance. Water content in the repair material might be considered an important factor in the performance of repaired blocks.

The diameter of core samples also influenced the results. Large core diameters resulted in repaired blocks that could exceed reference results. In the other hand small core diameters, which contain a higher surface/volume ratio, performed poorly probably due to damages to the concrete block structure caused during extraction.
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Abstract: Wall-beam interaction (wall-beam system) is a phenomenon that requires further investigation in order to be consistently incorporated into structural building analysis. Researchers such as Wood, Rosenhaupt, Burhouse, Stafford Smith, Navaratnarajah, Davies, Riddington and Armend conducted tests on specimens to develop simplified analysis models, emphasizing the behavior of walls without openings under one span beams. The present study performed computational analysis using an specific equivalent frame model in order to study the behavior of the wall-beam system in more complex wall and beam arrangements. The examples considered the linear elastic behavior of materials and consisted of assessing stress distribution and displacements on support beams, in addition to stresses at the bottom of the walls, for panels in a real structural masonry building. Two- and three-dimensional analyses were used and the results showed the importance of three-dimensional analysis of wall interconnections. The effects of eccentricity between the vertical plane of the wall and horizontal support beam axis were also evaluated, showing the strong influence of twisting moments in support beam design.

Keywords: structural masonry, wall-beam composite behavior, computational modeling, equivalent frame, wall-beam eccentricity.

Resumo: A interação entre paredes estruturais e vigas de transição (sistema parede-viga) é um fenômeno que ainda carece de estudos para se realizar sua consideração de forma sistemática na análise de edifícios. No passado, pesquisadores como Wood, Rosenhaupt, Burhouse, Stafford Smith, Navaratnarajah, Davies, Riddington e Armend realizaram experimentos e buscaram desenvolver modelos de cálculo simplificados para representar esse fenômeno. Entretanto, os estudos se limitaram ao caso de vigas biapoidas e paredes sem aberturas. O estudo apresentado neste artigo teve como objetivo realizar análises por meio de modelagem computacional do sistema parede-viga em situações mais complexas de comportamento, empregando-se um específico modelo de barras equivalentes. Os exemplos elaborados consideraram comportamento elástico linear para os materiais e consistiram na avaliação dos esforços e deslocamentos verticais nas vigas de apoio, além das tensões na base das paredes, para painéis de um edifício de alvenaria estrutural. A modelagem computacional foi elaborada seguindo abordagens bidimensionais e tridimensionais da estrutura. Dentre os resultados obtidos, destaca-se a importância da consideração do efeito das amarrações entre painéis de alvenaria via modelo tridimensional devido à intensa redistribuição de esforços verificada. Também foi realizada a análise de uma possível excentricidade no sistema parede-viga, o que permitiu verificar que a consideração dos momentos de torção influenciou consideravelmente no dimensionamento das vigas de suporte.

Palavras-chave: alvenaria estrutural, interação parede-viga, modelagem computacional, modelo de barras equivalentes, excentricidade parede-viga.
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1 INTRODUCTION

Although structural masonry is a widely used system in the Brazilian construction industry, new studies are needed to enhance knowledge of its structural behavior. One example is the interaction between masonry walls and the corresponding support structures, where there is a need to develop simple and consistent calculation models to determine internal forces and stresses. In addition, designing taller buildings, making architecture layouts more flexible and the use of subsoils and ground floors as common areas for residents highlight the need for support structures, thereby justifying in-depth studies on wall-beam interaction, also known as the arching effect.

The arch effect, or flow stress arching inside structural walls, is only one of the aspects for engineers to assess. Thus, for the purposes of this study, the authors preferred to refer to this phenomenon as wall-beam interaction or wall-beam system.

According to Barbosa [1], interaction changes the distribution of wall stresses and support beam forces that must be considered in the design. The transfer of vertical loads from a masonry wall to its foundations depends on the type of support. Walls can be supported by strip footings, or simply supported such as regularly spaced pilotis or foundation piles. Walls on strip footings exhibit nearly uniform distribution at the bottom, causing small direct load transfers to the ends of the span. For simply supported beams, the load on the wall tends to travel to the sections near the supports since they are regions of greater stiffness.

Paes [2] reported that this effect is relevant when the interaction between the masonry wall and its support structure is analyzed. This behavior influences vertical load transfer, resulting in some of the load at the center of the beam traveling to the supports as an arch (Figure 1). Thus, the internal forces of the beam, especially the bending moments, tend to decline, with stress concentration at the extremities of the walls and normal vertical tensile stress in the central part of the deep beam (Figure 1). If these tensile stresses reach the tensile strength of the block-mortar interface, the wall and beam may separate. In the case of single-span beams, this separation generally occurs in the middle of the span, where vertical tensile stress is greater, accentuating the direct transfer of loads to the supports, as reported by Nascimento et al. [4], Barbosa [1] and Medeiros [5].

![Figure 1. Joint action of the wall-beam system. Adapted: Haseltine, Moore [3].](image)

Silva [6] states that typical structural masonry buildings normally have a ceiling height of 2.80 m, requiring spans of more than 4.0 m to compensate for the abovementioned behavior. In this case, studies using numerical modeling of only one ceiling height is sufficient to assess the phenomenon and its consequences in terms of beam forces and wall stresses.

2 COMPUTATIONAL MODELING OF STRUCTURAL MASONRY WALLS

Numerical simulations are essential to understanding structural behavior and developing efficient formulations that enhance the design. However, to obtain reliable numerical models, a complete description of the materials is required as well as validation by comparing with experimental results.
Given that the properties of the materials are represented, masonry can be simulated in three ways: micromodeling; simplified micromodeling; and macromodeling. According to Rots [7], Lourenço [8] and Holanda [9], each of these methods requires a set of material characteristics and should be applied for a distinct problem.

In detailed and simplified micromodeling, continuous elements are considered for discontinuous units and elements for the unit/mortar interface. The detailed method considers the stand-alone discretization of the masonry components, taking into account the modulus of elasticity, Poisson’s coefficient and optionally, the inelastic properties of both the unit and the mortar, according to Nascimento [10]. The author also states that in simplified modeling each joint is associated with an average interface, while the units are expanded to maintain the geometry. Masonry is considered a group of elastic units adhered to the joints by potential fracture lines and/or slipping, such that all the linearity of the problem is attributed to the joint. Both micromodeling methods can be applied to analyses of computational models with small-scale geometry, where the local behavior must be more accurately verified.

According to Holanda [9], in macromodeling, there is no distinction between block and mortar, with masonry classified as a composite that can be considered isotropic, orthotropic or anisotropic depending on the data available. This global modeling of masonry is suitable for analyzing large structures, where masonry panels are large compared to the units and joint thickness. Thus, macromodeling is the most appropriate method to numerically model wall-beam systems in a building because it addresses the behavior of the structural system. Several authors have proposed models along this same line, such as Nascimento et al. [4], Barbosa [1], Paes [2] and Medeiros [5], a procedure adopted here.

With respect to the elements, several models analyze and design structural walls of reinforced concrete and masonry, strut-and-tie models, truss analogies, use of linear or flat finite elements and equivalent frame models.

According to Testoni [11], the flat finite element model encompasses several behavioral traits of walls in structural analysis. However, to obtain more detailed results, the number of computational modeling unknowns and parameters become considerably refined and numerous, as well as the results obtained, requiring the user to have specific knowledge. As a result, the modeling process and analysis of results may become cumbersome and arduous. Thus, applying sophisticated structural models is no longer a viable alternative for conventional structural designs in structural engineering. This author also reports that equivalent frame models represent walls that use linear elements, and can be analyzed considering frames alone or linked to each other, forming plane frames. Different plane frames can be connected to make a three-dimensional frame, a model used to analyze structural cores and structural masonry buildings.

Nascimento et al. [4] proposed a variation of equivalent frame models to analyze wall-beam interaction. The difference in this modeling is that they use bar elements in both the support beam and the masonry wall, the latter discretized using a grid network with multiple vertical and horizontal bars instead of bars alone and connected only to the floor level. In order to enhance this computational model, Medeiros [5] made a number of changes, such that both investigations conduct an extensive study of the new modeling, comparing it with a model that discretizes walls with shell finite elements, in order to analyze the performance of the computational model proposed. Analyses demonstrated that the equivalent frame model was consistent in analyzing wall-beam interaction for any arrangement of openings, beam spans and support conditions.

It is important to underscore that Medeiros [5] also compared the equivalent frame model with the experimental results obtained by Rosenhaupt [12]. The experimental results were assessed for normal stresses at the bottom of the wall and support beam deflection. The analyses conducted indicated that the normal stress peaks were relatively superior to computational models, which was expected after the linear analysis carried out. However, considering an average normal stress value for two neighboring frames in the equivalent frame model, this difference declines substantially. The maximum beam axial force was significantly near that assessed in the experiment. Thus, excellent correlations were obtained, confirming the capacity of simulating wall-beam interaction using the proposed model.

In her study to perfect the equivalent frame model, Lopes [13] proposed calibrating the thickness and stiffness of grouted frames, in order to obtain easy-to-interpret results. A more suitable analysis of stresses is conducted using the net area of the elements. Nevertheless, the author also assessed a model considering the gross wall area, obtaining results consistent with those of modeling using the net area.

Another relevant aspect for analyses are the possible eccentricities between the walls and support beams. The lateral surface of masonry, primarily on the walls of building facades, is typically aligned with the beam surface, as illustrated in Figure 2, resulting in eccentricity and a twisting moment in the beam, which should be properly assessed. This study was initiated by Lopes [13] using planar models, showing the need for further analyses.

Thus, the need for studies and subsequent improvement of consistent, safe and simple alternative modeling justifies the present investigation, and is relevant for enhancing the equivalent frame model and in-depth analysis of the behavior of the structural masonry system.
3 MODELS ADOPTED IN ANALYSES

This study proposes using the equivalent frame model described by Nascimento et al. [4], considering the calibrations developed by Medeiros [5] and Lopes [13], in order to analyze different configurations of the wall-beam system in a real structural masonry building. Analyses were conducted to compare transition structures, simulated by two and three-dimensional models, and reinforced concrete support beams were designed with and without considering the effects of torsion caused by eccentricity between the wall and beam.

The optimal grid proposed by Medeiros [5], who defined it after conducting numerous tests with different grids and support conditions, was used. Discretization consisted of arranging vertical and horizontal bars 15 and 20 cm apart in order to coincide with the axis of each hole in the blocks and the axis of each course, respecting the layout of the walls. Figure 3 illustrates discretization in the three-dimensional model of walls W30 and W31 with the respective transition structure, from which we can observe the distribution of vertical and horizontal bars to simulate the walls, and the horizontal and vertical bars corresponding to the transition structure, conducted according to the procedure described. The darker bars represent the grouted sections and their lighter counterparts the non-grouted sections.

The linear elastic behavior of the materials was assessed in all analyses and the following support beam forces were evaluated: shear force, axial force, bending moment, twisting moment and vertical displacements. In addition, normal and shear stresses at the bottom of the wall were also analyzed.

In the present study, the same building used by Medeiros [5] was adopted. Vertical loading was applied at the top of the walls, representing a 21-floor structural masonry building using concrete blocks. For transition structure beams, the sections varied according to the floor plans presented in Figure 4 and the isotropic material with longitudinal and transverse moduli of deformation presented in Table 1 was considered. These were determined based on guideline NBR 6118 [14] for concrete with $f_{ck} = 25$ Mpa.

In the case of non-grouted masonry, the material was considered orthotropic, attributing half of the value of the vertical direction to the horizontal longitudinal modulus of elasticity. According to NBR 15961-1 [15] and Parsekian et al. [16], compressive strength parallel to the horizontal laying joint in hollow blocks is 50% lower than
compression perpendicular to the joint, which generated the ratio between the moduli in both directions, given that these values are obtained as a function of the characteristic strength of prisms. Isotropic material was considered in both the vertical and horizontal sections of grouted masonry. The values adopted for specific gravity and the longitudinal and transverse moduli of elasticity for masonry are shown in Table 1, determined based on NBR 15961-1 [15] for a prism with $f_{pk} = 12$ MPa.

### Table 1. Physical properties of the materials used in modeling [5].

<table>
<thead>
<tr>
<th>Material</th>
<th>Specific weight $\gamma$ (kN/m$^3$)</th>
<th>Modulus of elasticity (MPa)</th>
<th>Longitudinal</th>
<th>Transverse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beam concrete</td>
<td>25</td>
<td>23800</td>
<td>9917</td>
<td></td>
</tr>
<tr>
<td>Grouted masonry</td>
<td>22</td>
<td>16320</td>
<td>8160</td>
<td></td>
</tr>
<tr>
<td>Ungrouted masonry</td>
<td>14</td>
<td>9600</td>
<td>4800</td>
<td></td>
</tr>
</tbody>
</table>

It is important to underscore that the ratio between the characteristic simple compressive strength of a prism and a block ($f_{pk}/f_{bk}$) was 60%, resulting in a block with $f_{bk} = 20$ MPa, and the ratio between the grouted and hollow prism was 1.7. These efficiency values are considered reasonable and achievable for high-strength blocks, as shown in the experimental study of Fortes [17]. However, before executing the construction project, tests should be conducted to determine prism strength and when the appropriate levels are not achieved, a higher-strength block should be used to guarantee the prism strength stipulated in the design. Further details on this issue can be found in Parsekian et al. [16] and Fortes [17].

In the panels assessed by Medeiros [5], the thickness of the transverse section of the grouted frames was doubled to take into account the larger area of these elements. Simultaneously, the longitudinal modulus of elasticity of grouted elements was attributed to these same frames, which, if not duly assessed, leads to a duplicate effect.

In her study to perfect the equivalent frame model, Lopes [13] proposed calibrating thickness and stiffness of grouted frames, in order to obtain easy-to-interpret results. After the variations were assessed, a more adequate analysis of stresses was carried out using the net area of the elements, and Model 3, presented in Table 2, was considered the most suitable for analysis. Nevertheless, the author also assessed a model considering the gross wall area, obtaining results consistent with those of modeling using the net area. Thus, all the analyses in this study considered the characteristics of Model 2 presented in Table 2.
Figure 4. Formwork plan of the support concrete structure. Adapted: Medeiros [5].

Table 2. Variations adopted for the model [13].

<table>
<thead>
<tr>
<th>Models</th>
<th>Modulus of elasticity (MPa)</th>
<th>Element thickness (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Grouted Masonry</td>
<td>Longitudinal</td>
</tr>
<tr>
<td>Reference</td>
<td>16320</td>
<td>9600</td>
</tr>
<tr>
<td>1</td>
<td>9600</td>
<td>9600</td>
</tr>
<tr>
<td>2</td>
<td>16320</td>
<td>9600</td>
</tr>
<tr>
<td>3</td>
<td>16320</td>
<td>19200</td>
</tr>
</tbody>
</table>

Analyses were conducted for four walls of the building, whose selection criteria were the following:

- Walls 1 and 30 were selected for exhibiting several openings in their geometry and interconnections between them at one of the ends; in addition, the transition structure beams that support them are continuous, with beam B1 for wall 1 and B29 for wall 30;
- Walls 41 and 3 were selected for the interconnection between them and primarily because the former is an important vertical shear panel in the building; beam V3, which supports wall 3, is continuous, while beam B40, which supports wall 41, has only one span.

The models that generated the results were denominated as follows:

- 2D model - Planar model with total permanent and accidental load action, without considering equivalent wind loads;
- 3D model – Three-dimensional model with total permanent and accidental load action, without considering equivalent wind loads;
- 3DV model – Three-dimensional model with total permanent, accidental and equivalent wind load action, through combinations of actions.
It is important to underscore that wind action was incorporated into the models by applying equivalent vertical loads to the top of the walls, in order to create the corresponding binaries according to the direction of the wind. Moreover, the effect of slabs (rigid diaphragms) was incorporated into modeling in order to guarantee that restraint straps were securely fit to the top of the structural walls.

The twisting moment, corresponding to the eccentricity between the vertical plane of the wall and the longitudinal axis of the beam, was applied to the model after previous processing to determine the vertical forces at the bottom of the walls. Once the vertical forces were determined, the intensity of the twisting moment to apply was obtained by multiplying the eccentricity of the corresponding vertical frame, and the resulting values were applied directly to the horizontal frames corresponding to the support beams of the structural walls.

Figure 5 illustrates the structural wall plan of the building, while the geometric characteristics of the walls under study (walls 1, 30, 41 and 3) are depicted in Figure 6. For further clarification, the results of 3DV Models for walls 1 and 30 correspond to wind action in direction X on the plan, while walls 3 and 41 correspond to wind action in direction Y on the plan.

4. RESULTS AND DISCUSSION

4.1 Comparison between planar and three-dimensional modeling

4.1.1 Wall 1

Figure 7a illustrates normal stresses at the bottom of the wall, showing similar behavior for the three models analyzed. Despite the proximity between curves, the three-dimensional models exhibited more pronounced peak stress than that of the planar model. Medeiros [5] reported that this increase in peak stress may be due to the effect of the intersection between the walls, not considered in the planar model, given that in three-dimensional modeling, a single frame represents the intersection between walls, receiving load from all those that converge on the intersection. In addition, Figure 7a shows that the intensity of the stresses around the peaks are also greater, notably in the sections on columns C2 and C3, which may also be attributed to the three-dimensional effect of the assembly. It is important to underscore that stress distribution associated with the 3DW Model, illustrated in the following figures, represent the envelope, considering the reversed wind direction, which explains the tendency for increases to always occur in three-dimensional models.

In the case of shear stress distribution at the bottom of the wall (Figure 7b), the planar model exhibited slightly higher peak intensities at the ends of the panel compared to three-dimensional models, in the center. In the intermediate sections, far from the regions on columns, the stresses obtained with the 2D and 3D models exhibited similar intensities, and those obtained with the 3DW model were slightly lower.

These results are illustrated in Table 3, showing considerable increases in peak stress with the three-dimensional model, notably in the regions of columns C2 and C3, with differences of up to 112% in relation to the planar model when considering wind action. These results indicate the real need for three-dimensional modeling and underscore the influence that the wind can exert on the distribution of normal stresses at the bottom of the wall. This suggests, for example, the possible need for grouting reinforcement in the corresponding region and/or a prism with greater compressive strength.

With respect to shear stress peak intensities, the three-dimensional models displayed lower values than those of their planar counterpart, in contrast to what occurred with normal stresses.

In relation to the support beam, Figure 8 shows the distribution of axial force, shear force, bending moment and displacements along its length, demonstrating similar behavior between the 3 models assessed. Table 4 contains the most significant graph values and the percentage differences. Figure 8a shows the differences obtained for maximum axial force intensity with the 3DW model, where the increasing trend was maintained on practically the entire length of the support beam. This behavior in the 3DW model may be associated with higher shear stress along the bottom of the wall, since this stress corresponds to the axial load acting on the beam. Likewise, shear stress at approximately the 1.8 m coordinate exhibits null intensity and maximum axial force. This could be due to the same shear stress signals (acting in the same direction) up to this coordinate, after which the signal changes (opposite direction), resulting in a decline in axial force in the section.
Figure 5. Wall layout, highlighting the walls under study. Adapted: Medeiros [5].

Table 3. Normal and shear stresses at the bottom of Wall 1.

<table>
<thead>
<tr>
<th>Model</th>
<th>Normal stress (MPa) – Maximum values</th>
<th>Shear stress (MPa) – Maximum values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Region C1</td>
<td>$\Delta_{2D}$</td>
<td>$\Delta_{3D}$</td>
</tr>
<tr>
<td>2D</td>
<td>7.03</td>
<td>-</td>
</tr>
<tr>
<td>3D</td>
<td>8.77</td>
<td>25%</td>
</tr>
<tr>
<td>3DW</td>
<td>10.52</td>
<td>50%</td>
</tr>
<tr>
<td>Region C1</td>
<td>$\Delta_{2D}$</td>
<td>$\Delta_{3D}$</td>
</tr>
<tr>
<td>2D</td>
<td>0.60</td>
<td>-</td>
</tr>
<tr>
<td>3D</td>
<td>0.47</td>
<td>-22%</td>
</tr>
<tr>
<td>3DW</td>
<td>0.51</td>
<td>-15%</td>
</tr>
</tbody>
</table>

With respect to shear force, Figure 8b shows significant differences in intensities only in the supports, resulting in an 18% rise from changing the type of model and 11% when including wind action in analyses. Once again, this result can be explained by the three-dimensional effect of the assembly, where part of the load acting on a wall migrates to the intersecting wall.

With respect to bending moments, three-dimensional models are also associated with greater intensities when compared to the planar model, resulting in a 6% higher negative bending moment with three-dimensional modeling, and 17% higher than when the effect of wind is considered. In the case of positive bending moments, an increase (38%)
occurred only in the section between columns C2 and C3, corresponding to the result of the 3DW model. This behavior is due to the distribution of normal stress at the bottom of the wall, where the action of higher-intensity stress was observed on the beam spans of the 3DW model.

![Wall 1](image1.png)
![Wall 30](image2.png)

![Wall 3](image3.png)
![Wall 41](image4.png)

Figure 6. Walls details. (a) Wall 1; (b) Wall 30; (c) Wall 3; (d) Wall 41.

Table 4. Maximum forces and displacements in the support beam of Wall 1.

<table>
<thead>
<tr>
<th>Model</th>
<th>Axial force (kN)</th>
<th>Shear force (kN)</th>
<th>Bending moment (kN·m)</th>
<th>Displacements (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Maximum</td>
<td>$\Delta_{2D}$</td>
<td>Maximum</td>
<td>$\Delta_{2D}$</td>
</tr>
<tr>
<td>2D</td>
<td>57.83</td>
<td>-</td>
<td>396.68</td>
<td>-</td>
</tr>
<tr>
<td>3D</td>
<td>65.89</td>
<td>14%</td>
<td>467.57</td>
<td>18%</td>
</tr>
<tr>
<td>3DW</td>
<td>85.69</td>
<td>48%</td>
<td>519.26</td>
<td>31%</td>
</tr>
</tbody>
</table>
Figure 7. Stress distribution at the bottom of Wall 1: (a) Normal stress; (b) Shear stress

Figure 8. Forces on the support beam of wall 1: (a) Axial force; (b) Shear force; (c) Bending moment; (d) Vertical displacement.
In regard to beam displacement shown in Figure 8d, the significant difference between 3D and 3DW models and the 2D model, may be due to axial deformation in the support columns submitted to greater vertical load in these models. With respect to the results obtained, the absolute values are considered small in relation to the beam spans, and well below the service limits established in Brazilian guideline NBR 6118 [14].

Despite the importance of wall 1 for bracing the building, compared to the 3D model, the 3DW model exhibited stresses at the bottom of the wall, with significant differences only in the peaks and small increases in the support beam, except for axial force. This behavioral trend is due to the fact that wind distributes variable stresses along the length of the wall. Maximum stresses occur at the extremities, where vertical load stresses are concentrated. However, it is important to emphasize that despite being small, these increases may significantly change beam design since it is a support beam subjected to bending and traction.

4.1.2 Wall 30

Figure 6b illustrates the geometry of wall 30, arranged perpendicularly to wall 1 at its left end in the equivalent frame model. Figure 9 shows the distribution of normal and shear stresses at the bottom of the wall, exhibiting similarity in the curves for the results of the three models assessed, except the peak at the 2.75 m coordinate. This effect, observed only in the three-dimensional models, refers to the end of the transverse wall interconnected with Wall 30 in this section, as depicted in Figure 5. Despite the similar overall aspect in the 3D and 3DW models, significantly higher intensities occurred, resulting in differences in the region of column C1, of 47 and 76%, respectively, in relation to the 2D model. Considering wind action in the analyses caused an 20% increase in maximum normal stress in this region (Table 5) indicating the importance of considering it in the analyses. Moreover, due to the redistribution of stresses emanating from the interconnecting walls, three-dimensional models always exhibit higher intensities than those of the planar model.

![Figure 9. Stress distribution at the bottom of Wall 30: (a) Normal stress; (b) Shear stress.](image)

### Table 5. Normal and shear stresses at the bottom of Wall 30.

<table>
<thead>
<tr>
<th>Modelo</th>
<th>Region C1</th>
<th>Δ2D</th>
<th>Δ3D</th>
<th>Region C14</th>
<th>Δ2D</th>
<th>Δ3D</th>
<th>Region C20</th>
<th>Δ2D</th>
<th>Δ3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D</td>
<td>5.97</td>
<td>-</td>
<td>-</td>
<td>5.91</td>
<td>-</td>
<td>-</td>
<td>3.56</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3D</td>
<td>8.77</td>
<td>47%</td>
<td>-</td>
<td>11.14</td>
<td>88%</td>
<td>-</td>
<td>6.64</td>
<td>87%</td>
<td>-</td>
</tr>
<tr>
<td>3DW</td>
<td>10.52</td>
<td>76%</td>
<td>20%</td>
<td>10.82</td>
<td>83%</td>
<td>-3%</td>
<td>6.54</td>
<td>84%</td>
<td>-2%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Modelo</th>
<th>Region C1</th>
<th>Δ2D</th>
<th>Δ3D</th>
<th>Region C14</th>
<th>Δ2D</th>
<th>Δ3D</th>
<th>Region C20</th>
<th>Δ2D</th>
<th>Δ3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D</td>
<td>0.46</td>
<td>-</td>
<td>-</td>
<td>0.91</td>
<td>-</td>
<td>-</td>
<td>0.07</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3D</td>
<td>0.44</td>
<td>-4%</td>
<td>-</td>
<td>1.43</td>
<td>57%</td>
<td>-</td>
<td>0.06</td>
<td>-14%</td>
<td>-</td>
</tr>
<tr>
<td>3DW</td>
<td>0.42</td>
<td>-9%</td>
<td>-5%</td>
<td>1.42</td>
<td>56%</td>
<td>-1%</td>
<td>0.08</td>
<td>14%</td>
<td>33%</td>
</tr>
</tbody>
</table>
Column C1, a common support for support beams B1 and B29 of walls 1 and 30, respectively, shows coincident maximum normal stress values at the bottom of these walls of 8.77 MPa, obtained using the 3D model, as depicted in Tables 3 and 5. In the case of the 2D model, maximum stress on the frame on top of column C1 is 7.03 MPa in wall 1 and 5.97 MPa in wall 30. Since modeling considered linear elastic behavior, overlapping effects were assessed, resulting in an intensity of 13.0 MPa, corresponding to a difference of 48% in relation to the 3D model. The 3D model obtained a lower intensity because analysis was conducted on a single vertical frame that interacts with two walls in this model, and only one in the 2D model, causing stress distribution along a smaller region. This indicates that using planar modeling could result in overestimating maximum normal stresses, demonstrating the need to use three-dimensional modeling in the analyses.

In relation to shear stresses at the bottom of the wall, Figure 9b illustrates their distribution and Table 5 the highest values. The same behavioral trend was observed in the three models evaluated, with more intense peaks in the 3D models, and significant differences associated only with the section of column C14, slightly different from what occurred for normal stresses. This difference in increasing trend is related to the several openings in the wall, especially that located between columns P14 and P20, where one of the sides is coincident with the end of the beam span. This hinders the formation of a stressed arch in this span, significantly changing the behavioral trend expected for stress distribution. Beam continuity and the section of masonry below the smallest opening near column C14 should also be considered, as shown in Figure 6b.

With respect to the support beam, Figure 10a presents the axial force diagram, where higher intensities in the three-dimensional models can be observed, with maximum values of 69.97 kN, 98.80 kN and 98.67 kN, for the 2D, 3D and 3DW models, respectively, and corresponding to differences of 41% in relation to the 2D model, as illustrated in Table 6. All the models exhibited tensile forces in the section between columns C1 and C14. For the section between C14 and C20, compressive forces occurred along the entire length only with the 3D and 3DW models, while in the 2D model, in the section after coordinate 5.75 m, practically no acting force was observed. This result corroborates the trend of the opening on the side of column C14, eliminating the formation of a stressed arch in the section between P14 and P20, as well as the trend of beam continuity and sections of masonry below the window openings changing shear stress distribution.

Table 6. Maximum forces and displacements in the support beam of Wall 30.

<table>
<thead>
<tr>
<th>Model</th>
<th>Axial force (kN)</th>
<th>Shear force (kN)</th>
<th>Bending moment (kN∙m)</th>
<th>Displacements (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Maximum</td>
<td>Δ2D</td>
<td>Δ3D</td>
<td>Maximum</td>
</tr>
<tr>
<td>2D</td>
<td>69.97</td>
<td>-</td>
<td>-</td>
<td>380.73</td>
</tr>
<tr>
<td>3D</td>
<td>98.80</td>
<td>41%</td>
<td>-</td>
<td>577.77</td>
</tr>
<tr>
<td>3DW</td>
<td>98.67</td>
<td>41%</td>
<td>0%</td>
<td>571.62</td>
</tr>
</tbody>
</table>

With respect to shear forces and bending moments, the trend to consider wind action did not change these forces and the 3D models displayed higher intensities in relation to the planar model, with significant differences in maximum values, as shown in Table 6. These results may be due to the action of higher normal stresses at the bottom of the walls in the three-dimensional models.

Finally, Figure 10d shows that the vertical displacements of the support beam were significantly higher in the three-dimensional models, with differences of around 72% in relation to the planar model. A large part of this difference can be attributed to greater axial deformation of the columns in 3D models, due to the loading acting on the transverse walls that intersect with Wall 30. In addition, the higher shear forces and bending moments indicate greater loading on the beams of three-dimensional models, which also contributes to increasing vertical displacements. Nevertheless, small values were obtained, far below the guidelines established for service limit states.

Figure 4 shows that beam B4, which is supported by beam B29, is located between columns C1 and C14, on top of wall 30. The effect of this interaction between beams is considered in three-dimensional models, but not the planar model. However, the corresponding load on the beam was manually introduced into the 2D model and all the results presented until then refer to this condition. To illustrate the effect of not including this loading, Figure 11 shows the force diagrams of beam B29, where the total inconsistency in the trend of the results obtained with the 2D model can be observed in the section between P1 and P14, especially shear forces and bending moments.
Figure 10. Forces on the support beam of Wall 30: (a) Axial force; (b) Shear force; (c) Bending moment; (d) Vertical displacement.

Figure 11. Forces on the support beam of Wall 30 disregarding the load of Beam B4 in the 2D model: (a) Axial force; (b) Shear force; (c) Bending moment; and (d) Vertical displacement.
4.1.3 Wall 3

Figures 6c and 5 illustrate the geometry of wall 3, demonstrating its interconnection with walls 41 and 46. In the case of the 2D model, due to the proximity of columns C10 and C11 (Figure 4), the intersections of beam B3 with beams B39 and B47 were considered simple supports. This condition was defined after the vertical displacements obtained with the 3D model were assessed.

Figure 12a shows the normal stresses at the bottom of the wall, where, despite the same curve behavior, the 3D models exhibited significantly higher stresses along the entire length of the wall, with peaks occurring in the column C7 region multiplied by 2.4, which increased by 11% when wind action was taken into account, as depicted in Table 7. This aspect can be explained by the interconnection with walls 41 and 46, which reveals higher vertical loading, redistributed in the corresponding section of wall 3 and only incorporated into in three-dimensional models.

![Figure 12a](image1)

![Figure 12b](image2)

**Figure 12.** Stress distribution at the bottom of Wall 3: (a) Normal stress; (b) Shear stress.

**Table 7.** Normal and shear stress at the bottom of Wall 3.

<table>
<thead>
<tr>
<th>Modelo</th>
<th>Normal stress (MPa) – Maximum values</th>
<th>Shear stress (MPa) – Maximum values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Region C7</td>
<td>Δ2D</td>
</tr>
<tr>
<td>2D</td>
<td>2.43</td>
<td>-</td>
</tr>
<tr>
<td>3D</td>
<td>5.75</td>
<td>137%</td>
</tr>
<tr>
<td>3DW</td>
<td>6.40</td>
<td>163%</td>
</tr>
</tbody>
</table>

With respect to shear stress distribution at the bottom of the wall, as illustrated in Figure 12b, in relation to the 2D, 3D exhibited reverse direction stresses in the end sections of the beam and always lower intensities in the central region. Unlike what occurred with normal stresses, the differences obtained in the region of column C7 resulted in decreases with far smaller variations (Table 7). With respect to the curves, it is important to underscore that the sections with constant intensities observed in the 2D model correspond to those below the window openings of wall 3, which was not characterized in the 3D and 3DW models. In addition, the maximum absolutes in the three-dimensional models did not occur on the supports of columns.
C7 and C8, but on the supports at the ends, corresponding to beams B39 and B47. All of these changes in shear stress distribution reinforce the need for three-dimensional modeling in order to properly account for the effects of wall-beam interaction.

Considering the 2.75 m coordinate on the beam and the section to the left, a change in the direction of shear stresses can be observed in the 3D and 3DW models, evidenced by the change in signal, which did not occur in the 2D model. In this case, the vectors associated with the 2D model are arranged from right to left, while in the 3D and 3DW models the same direction can be observed from the 2.75 m to the 0.75 m coordinate, delimiting a 2.0 m section, and reversing direction between the 0.75 m and 0.0 m coordinates. This will affect axial force distribution in the beam due to its direct relation with shear stresses at the bottom of the wall.

Figure 13a presents the axial force distribution in the support beam, showing the exclusive occurrence of compressive forces along the entire beam, with higher intensities in the 3D model, while according to the results of the 2D model, the beam is submitted solely to tensile forces. This discrepant result is due to the change in direction of shear stresses at the bottom of the wall, as described before. Taking the middle section between pillars P7 and P8 as reference, and the part of the beam to the left of this section, the integration of shear stresses distributed to the left of the sections defined in this part leads to the axial force value in the section. In addition, when the vectors are arranged from left to right and right to left, compressive and tensile forces, respectively, are induced. Thus, the integration of these stresses only generates tensile forces on the beam of the 2D model. In the 3D and 3DW models, compressive forces are induced from the left end to approximately the 0.75 m coordinate, and thereafter tensile forces up to the 1.75 m coordinate, which reduces the initially induced compression. Thus, as illustrated in Figure 13a, the relief in compressive forces was insufficient to induce tensile forces in the sections of the beam in the 3D and 3DW models. This causes radical changes in beam design, where bending-traction forces become bending-compression forces, which, in turn, significantly changes the amount of reinforcement needed to obtain balanced sections in the service limit state. Finally, as occurred in the previously assessed walls, the 2.75 m coordinate at which the axial force reaches its minimum intensity in the three-dimensional models and maximum in the planar model, corresponds to the coordinate at which shear stresses are annulled at the bottom of the wall. The maximum compressive intensities in the three-dimensional models also correspond to sections with null shear stresses.

Figure 13. Forces on the support beam of Wall 3: (a) Axial force; (b) Shear force; (c) Bending moment; (d) Vertical displacement.
The graphs of shear forces, illustrated in Figure 13b, show the significant rise in the values obtained with the three-dimensional models, whose intensities resulted in more than twice the amount compared to the 2D model (Table 8). These differences may be attributed to normal stress distribution at the bottom of the wall, which represents vertical loading on the beam. According to the three-dimensional models, considerably higher normal stress intensities will increase shear forces in the same order of magnitude. It is also important to underscore that only the distribution of normal stresses outside the section of the column contributes to loading on the beam, not contributing to the maximum normal stress that occurs.

<table>
<thead>
<tr>
<th>Model</th>
<th>Axial force (kN)</th>
<th>Shear force (kN)</th>
<th>Negative bending moment (kN.m)</th>
<th>Displacements (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Maximum</td>
<td>Δ2D</td>
<td>Δ3D</td>
<td>Maximum</td>
</tr>
<tr>
<td>2D</td>
<td>43.16</td>
<td>-</td>
<td>-</td>
<td>175.65</td>
</tr>
<tr>
<td>3D</td>
<td>-45.11</td>
<td>105%</td>
<td>-</td>
<td>373.63</td>
</tr>
<tr>
<td>3DW</td>
<td>-94.02</td>
<td>218%</td>
<td>108%</td>
<td>388.91</td>
</tr>
</tbody>
</table>

Figure 13d shows the significant differences in beam displacements of the three-dimensional models. This result may be due to the axial deformations of columns submitted to significantly higher axial forces, since the loading of interconnecting transverse walls are taken into account. Nevertheless, the absolute values obtained with all the models are very low and below the displacement limits prescribed in NBR 6118 [14], indicating that this aspect is not a complicating factor in the analysis of this type of structure.

With respect to bending moments, Figure 13c indicates significant increases only for negative bending moments, whose intensities are also more than double those of the 2D model (Table 8). Likewise, this can be explained by the distribution of normal stresses at the bottom of the wall, which exhibited considerable increases in the regions near the supports, thereby inducing greater changes in negative bending moments, with little influence on their positive counterparts. It is important to underscore that the increase in negative bending moments in the supports means this same type of moment occurs along the end spans of the beam, in contrast to the 2D model, where a positive bending moment is observed in these sections, albeit not intense. This substantially changes the design of this beam, with an increase in negative reinforcement and a longer span.

4.1.4 Wall 41

The results at the bottom of the wall in Figure 14a depict the distribution of normal stresses for the three models analyzed. At the two ends, the 2D model exhibited a more pronounced peak than those of the other models, where the 3D and 3VD models resulted in a 50% decline in the region of column C7 (Table 9). In addition, at this same location, the 3DW model increased by 11% in relation to its 3D counterpart, highlighting the importance of considering the effects of wind in analysis. Column C7 is common to walls 41 and 3, and there is a tendency to overlap the normal stresses obtained with the respective planar models, whose values are presented in Tables 7 and 9. This overlapping resulted in a stress intensity of 13.83 MPa, 2.4 times greater than that obtained with the 2D model. Once again normal stresses were redistributed in the three-dimensional models which, in this case, resulted in a significant decline in maximum normal stress at the bottom of the wall. It is important to emphasize that this decrease was only possible due to the sections of masonry on the interconnecting transverse walls. Another important point refers to the links that promote this interconnection, which must provide sufficient strength to guarantee this redistribution. If this is not possible, redistribution will not be certain, and maximum stresses will increase, as observed in the results of the 2D model. This result underscores the need for 3D modeling in order to determine the interaction between the structural walls and transition structures of the building, as well as the importance of using procedures that guarantee the mobilization of limit forces in the connecting device capable of redistributing the stresses determined. However, in more central sections of the wall, the three-dimensional models exhibited slightly higher normal stresses than in the planar model, notably the localized peaks. This aspect characterizes behavior intrinsic to the wall-beam system, where the decline in maximum normal stresses in the region of support beams is accompanied by a rise in these stresses on the beam span. It is important to underscore that these increases were far lower than the significant declines at the ends of the wall. This corroborates the redistribution of stresses to the transverse walls, especially because the shorter span means the support beams of these walls are stiffer (Figure 4).
Figure 14. Stress distribution at the bottom of wall 41: (a) Normal stress; (b) Shear stress.

Table 9. Normal and shear stress at the bottom of Wall 41.

<table>
<thead>
<tr>
<th>Model</th>
<th>Normal stress (MPa) – Maximum values</th>
<th>Region C18</th>
<th>ΔδD</th>
<th>ΔδD</th>
<th>Region C7</th>
<th>ΔδD</th>
<th>ΔδD</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D</td>
<td>11.4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>11.17</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3D</td>
<td>5.44</td>
<td>-52%</td>
<td>-</td>
<td>-</td>
<td>5.75</td>
<td>-49%</td>
<td>-</td>
</tr>
<tr>
<td>3DW</td>
<td>5.57</td>
<td>-51%</td>
<td>2%</td>
<td>-</td>
<td>6.40</td>
<td>-43%</td>
<td>11%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model</th>
<th>Shear stress (MPa) – Maximum values</th>
<th>Region C18</th>
<th>ΔδD</th>
<th>ΔδD</th>
<th>Region C7</th>
<th>ΔδD</th>
<th>ΔδD</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D</td>
<td>1.07</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.00</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3D</td>
<td>0.70</td>
<td>-35%</td>
<td>-</td>
<td>0%</td>
<td>0.71</td>
<td>-29%</td>
<td>-</td>
</tr>
<tr>
<td>3DW</td>
<td>0.70</td>
<td>-35%</td>
<td>0%</td>
<td>0%</td>
<td>0.77</td>
<td>-23%</td>
<td>8%</td>
</tr>
</tbody>
</table>

With respect to the shear stresses illustrated in Figure 14b, the intensities obtained with the 3D models tended to decline, albeit with slightly smaller differences (Table 9). As expected for this type of stress in wall-beam interaction, the maximum intensities did not occur at the ends of the walls, but in the internal sections.

The axial forces on the support beam illustrated in Figure 15a show that the three-dimensional models obtained higher values than in the planar model, of around 15% in the central region (Table 10). In contrast to what occurred in the support beam of wall 3, all the models indicated that tensile forces occurred along the entire beam. Another relevant point is the coincident location of the maximum axial force and the null shear stresses at the bottom of the wall, at the 2.5 m coordinate.

In regard to the shear force and bending moments, the 3D and 3DW models obtained lower maximum values than those of the 2D model, of around 9 and 15%, respectively, as shown in Table 10. This greater difference in maximum positive bending moment was observed in the values of the other sections. This result is in line with the lower normal stress intensities at the bottom of the wall, near the columns, obtained with the 3D, as illustrated in Figure 14a.

In regard to displacements, illustrated in Figure 15d, the three-dimensional models displayed higher values than those of planar modeling. However, displacements at the ends, which correspond to axial deformation of the columns, were higher in the 3D models and if this difference was disregarded in the displacement diagram, the curves would be practically equal.
Figure 15. Forces on the support beam of wall 41: (a) Axial force; (b) Shear force; (c) Bending moment; (d) Vertical displacement.

Table 10. Maximum forces and displacements in the support beam of Wall 41.

<table>
<thead>
<tr>
<th>Model</th>
<th>Axial force (kN)</th>
<th>Shear force (kN)</th>
<th>Bending moment (kN.m)</th>
<th>Displacements (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Maximum</td>
<td>Δ2D</td>
<td>Δ3D</td>
<td>Maximum</td>
</tr>
<tr>
<td>2D</td>
<td>187.04</td>
<td>-</td>
<td>-</td>
<td>555.46</td>
</tr>
<tr>
<td>3D</td>
<td>214.56</td>
<td>15%</td>
<td>-</td>
<td>505.54</td>
</tr>
<tr>
<td>3DW</td>
<td>216.23</td>
<td>16%</td>
<td>1%</td>
<td>525.97</td>
</tr>
</tbody>
</table>

4.2 Assessment of torsion and support beam design in reinforced concrete

As described in item 3, after the structure was processed without considering eccentricity, the vertical forces for each frame at the bottom of the wall were multiplied by the corresponding eccentricity – 10.5 cm for walls 1, 30 and 41, and 8 cm for wall 3 –, in relation to the longitudinal support beam axis, in order to obtain the torsion load on the beam. Figure 16 illustrates the twisting moment applied, underscoring the higher intensities in the sections near the columns and the discontinuities corresponding to the dimensions of the respective transverse sections of the columns. This figure shows the complexity of this loading, which is intrinsic to the behavior of the wall-beam system itself, making its inclusion in simple manual calculation models impractical and demonstrating the need for computational analysis of the problem.
Figure 16. Torsion applied to reinforced concrete support beams without considering wind action: (a) Wall 1; (b) Wall 30; (c) Wall 3; (d) Wall 41.

Figure 17 illustrates the twisting moment diagrams of the planar and three-dimensional models for the four walls studied. The torsion compatibility values refer to the load applied without considering the twisting moments depicted in Figure 16, represent the reconciliation between the negative bending and twisting moments of the beams without regarding the eccentricity between the longitudinal axis and the vertical bars of the equivalent frame model. Figure 17 shows that including eccentric loading resulted in significant increases of maximum twisting moments, when compared to compatibility torsion. Likewise, the 3D and 3DW models exhibited similar values, but considerably different from the 2D model, except for wall 41. The twisting moment applied to this wall was the least intense (Figure 16), which may explain the smaller difference.

Table 11 contains the maximum twisting moments acting on the beams, which increases when wall eccentricity is considered in relation to the longitudinal axis of the beam and when three-dimensional modeling of the structure is performed. Maximum intensities more than tripled when eccentricity was considered for beams B1 and B29. In the case of B40, the 25-fold increase in values is due to the non-occurrence of the twisting moment when eccentricity is not included, which, in turn, may be associated with the low intensity of the negative bending moments of beam B3. Even the lower increases in the twisting moment of 21 and 23% in beam B3 could not be disregarded in the design.

<table>
<thead>
<tr>
<th>WALL/BEAM (section)</th>
<th>MODEL</th>
<th>MAXIMUM TWISTING MOMENT (kN·m) Disregarding eccentricity (1)</th>
<th>Considering eccentricity (2)</th>
<th>VARIATION</th>
<th>Δ2D(1)</th>
<th>Δ3D-2D</th>
</tr>
</thead>
<tbody>
<tr>
<td>W1/B1 (35x80)</td>
<td>2D</td>
<td>--</td>
<td>38.39</td>
<td></td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>3D</td>
<td>13.91</td>
<td>51.09</td>
<td>267%</td>
<td>33%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3DW</td>
<td>14.23</td>
<td>53.94</td>
<td>279%</td>
<td>40%</td>
<td></td>
</tr>
<tr>
<td>W30/B29 (35x80)</td>
<td>2D</td>
<td>--</td>
<td>25.83</td>
<td></td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>3D</td>
<td>8.78</td>
<td>35.90</td>
<td>309%</td>
<td>39%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3DW</td>
<td>14.31</td>
<td>41.36</td>
<td>189%</td>
<td>60%</td>
<td></td>
</tr>
<tr>
<td>W3/B3 (30x80)</td>
<td>2D</td>
<td>--</td>
<td>12.48</td>
<td></td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>3D</td>
<td>48.94</td>
<td>60.29</td>
<td>23%</td>
<td>383%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3DW</td>
<td>54.38</td>
<td>65.70</td>
<td>21%</td>
<td>426%</td>
<td></td>
</tr>
<tr>
<td>W41/B40 (35x80)</td>
<td>2D</td>
<td>--</td>
<td>2.02</td>
<td></td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>3D</td>
<td>2.12</td>
<td>56.33</td>
<td>2689%</td>
<td>-11%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3DW</td>
<td></td>
<td>56.43</td>
<td>2562%</td>
<td>-11%</td>
<td></td>
</tr>
</tbody>
</table>
Given the different types of modeling, except for beam B40, three-dimensional modeling resulted in increases in maximum twisting moments, notably in beam B3, whose intensity was multiplied by 4.83 and 5.26 in the models without and with the wind, respectively. By contrast, the maximum intensities of B40 declined by 11% in the two three-dimensional models. Both the significant increase in B3 and the reduction in B40 were due to the interaction between walls 3 and 41 in the three-dimensional model. This interaction relieves normal stresses at the bottom of wall 41 and substantially raises them at the bottom of wall 3 as a result of their redistribution in the 3D model, which is not included in the planar modeling of the walls, as observed in Figures 7a.

Considering the twisting moments in Table 11, the normal stresses acting on the beams and the guidelines of NBR 6118 [14] regarding the design of beams submitted to simple bending and torsion, the corresponding designs were applied for the support beams, whose results are summarized in Table 12. Concrete with $f_{ck} = 25$ MPa was used in the calculations and the distance from the center of gravity of the reinforcement to the face of the beam ($d'$) was 3.5 cm.
Table 12 – Support beam design for vertical loading with and without eccentricity.

<table>
<thead>
<tr>
<th>Wall/Beam (section)</th>
<th>Model</th>
<th>Non-eccentric loading</th>
<th>Eccentric loading</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>As (cm²)</td>
<td>Strut collapse</td>
</tr>
<tr>
<td>W1/B1 (35x80)</td>
<td>2D</td>
<td>8.07</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>3D</td>
<td>11.24</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>3DW</td>
<td>12.81</td>
<td>No</td>
</tr>
<tr>
<td>W30/B29 (35x80)</td>
<td>2D</td>
<td>8.05</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>3D</td>
<td>13.13</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>3DW</td>
<td>14.08</td>
<td>No</td>
</tr>
<tr>
<td>W3/B3 (30x80)</td>
<td>2D</td>
<td>3.60</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>3D</td>
<td>16.40</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>3DW</td>
<td>17.95</td>
<td>Yes</td>
</tr>
<tr>
<td>W41/B40 (35x80)</td>
<td>2D</td>
<td>14.52</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>3D</td>
<td>12.58</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>3DW</td>
<td>12.96</td>
<td>No</td>
</tr>
</tbody>
</table>

Initial analysis showed non-compliance with the strut stress criterion in beam B3, for the 3D and 3DW models in the two loading situations, and in B1, for the 3D model for eccentric loading, indicating the need to change the geometry of the section of these beams. Once again, this underscores the need to include wind action, vertical eccentric loads on the beam and three-dimensional modeling, given that both shear force and maximum twisting moment are far less intense with planar modeling, as shown in Figures 13b and 17c. With respect to modeling conditions, the results of beam B3 should serve as a warning to masonry structure designers, who usually do not consider the effects of wall-beam eccentricity, typically using planar models when modeling wall-beam interaction.

Another relevant aspect of these results is the increase in horizontal reinforcement (bending-traction and torsion) in the three-dimensional models, initially due to non-eccentric loading. Differences of 51% were obtained for beam B29 and notably B3, where the amount of reinforcement was obtained with the 2D model multiplied by 2.9 and 3.1 for the 3D and 3DW models, respectively. This considerable increase in reinforcement in B3 underscores the high intensity of the forces obtained with three-dimensional modeling, corroborated by the fracture of struts. By contrast, horizontal reinforcement declined in B40, obtained with the three-dimensional models. Both results may be associated with stress redistribution between the walls, causing a significant rise in forces on B3 and a decline in B40.

Considerable increases were also observed in shear reinforcement. The results of beam B1 indicated differences of 38 and 59% between the 3D and 3DW models, respectively, and the 2D model. In B29, the transverse reinforcement obtained from the 2D model was multiplied by 1.9 when determined using the forces obtained with the 3D and 3DW models. These increases in reinforcement may be due to stress redistribution between the walls, demonstrating the greater influence on shear behavior. Figure 18a shows this behavioral trend, underscoring the highest differences in beam B29.

Considering eccentric beam loading for cases where shear reinforcement can be determined, the results of beam B29 obtained 78.5 and 79.8% increases in transverse reinforcement with the 3D and 3DW models, respectively, in relation to the 2D model. For this same beam, longitudinal reinforcements 47.1 and 50.7% higher were obtained with the three-dimensional models, once again confirming the greater influence of stress redistribution on shear behavior, which can be explained by the high eccentricity values. If non-eccentric loading is considered, the trend remains unchanged, albeit with higher differences, as illustrated in Figures 18a and 18b. Compared to the change in modeling type adopted in analyses, this result indicates that including wall-beam eccentricity had a smaller impact on the increase in reinforcement. Likewise, Figure 19 demonstrates that incorporating eccentricity exerted greater influence on the increase in longitudinal reinforcements, as shown in the results of beams B1 and B40.

Given the brittle nature of the fracture for this type of load, this result is another example of the importance of three-dimensional modeling and considering the eccentricity between the structural wall axes and the support beam in the design of support beams.
Figure 18. Differences between design results according to the analysis models: (a) Non-eccentric loading and (b) Eccentric loading.

Figure 19. Difference between design results for eccentric and non-eccentric loading.
5 CONCLUSIONS

The present study consisted of analyzing stress distribution in the structural walls of masonry buildings over a transition structure of reinforced concrete. Planar and three-dimensional modeling of the wall-beam system was performed, considering a possible eccentricity between the plane of the wall and the longitudinal axis of the beam. The analyses led to the following conclusions:

- A comparison between the planar and three-dimensional models confirmed the importance of interconnecting masonry walls, given that three-dimensional modeling revealed significant redistributions of normal vertical stresses at the bottom of the walls and shear stresses at the horizontal base joints, precluding planar modeling in the structural analysis of the wall-beam system in real situations. Overlapping the effects of planar models to determine the interconnection between wall proved to be inadequate;
- The stress redistribution observed in three-dimensional modeling resulted in significant changes in support beam forces, whose values were more than double those observed for the bending moment and shear force, reversing the direction of axial forces by changing from traction to compression;
- The flow of stresses to inside the wall is strongly influenced by openings in the masonry arranged near the columns of the support structure, and beam continuity, which can affect horizontal shear stress distribution at the bottom of the wall;
- The horizontal coordinate at the bottom of the wall, where horizontal shear stresses annul each other, corresponded to the cross-section of the beam, where axial force was either maximum or minimum;
- Wind action showed that both stresses at the bottom of the wall and forces on the support beams increased in intensity. The magnitude of the increases was influenced by different geometry and loading conditions. Thus, in order to ensure an adequate computational simulation of the wall-beam system, it is recommended that wind action always be taken into account;
- Calculating the torsion caused by eccentricity between the wall and the beam is no easy task and should be performed exclusively by computational modeling. The intensities obtained for the twisting moment indicated substantial increases in relation to those from the condition that does not consider this eccentricity;
- The effects caused by eccentric vertical loading in the studies conducted showed crushed struts in some of the beams analyzed, considering the criteria established in the Brazilian guideline. In addition, in cases where the necessary reinforcement was obtained, a considerable increase was observed in both longitudinal reinforcement, obtained for the combined effects of bending and torsion, and transverse reinforcement, obtained for the combined effects of shear force and twisting moment, demonstrating the need to include it in the design of support beams.

It is important to underscore that our findings correspond to the typology of the building selected for analysis, and should therefore not be generalized for any building. The results associated with the model that considers wind action cannot be extrapolated, for example, to low-rise buildings.

Finally, considering the guidelines of NBR 6118 [14] for the use of minimum shear reinforcement in order to prevent brittle fractures, the effects of wall-beam eccentricity should be carefully evaluated in the analysis of structural masonry buildings. If this analysis cannot be carried out, it is recommended that this eccentricity be eliminated to minimize torsion in the support concrete structure.
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Ultrasonic measurement and elastic properties of the PbO-SrO-B$_2$O$_3$ glass system

Medidas ultrassônicas e propriedades elásticas do sistema vitro PbO-SrO-B$_2$O$_3$

Abstract: The PbO-SrO-B$_2$O$_3$ glass system with the molar ratio of R (= PbO/B$_2$O$_3$) were prepared by fusion method. The elastic properties have been investigated using longitudinal and transversal ultrasonic wave velocity. Measurements were performed at room temperature and using pulse-echo technique at frequency of 5 MHz. The results indicate that, when increasing R value, the glass network stability decreases. This decrease indicates, of the increase the number of borate structures with non bridging oxygen (NBOs) at the expense of the decrease of borate units with tetrahedral structures. This feature may lead to the more open glass network structures and lower stiffness of the samples studied.

Keywords: glass, fusion method, density, ultrasonic measurements.

INTRODUCTION

Oxide glasses containing boron, lead and strontium have a history of glass formation, showing good properties such as high refractive index, density and infrared transmission. Lead-oxide (PbO) containing glasses provide low melting glasses [1].

There are wide applications of different types of glass, with lead oxide and silica content, among many others, being the quality control of the final properties of the product of paramount importance, since high quality controlled glass is applied in the fields of nanotechnology and optics such as lasers, sensors, semiconductors, etc [2], [3].

Borate glasses have been widely studied for their interesting properties, have high optical transparency and thermal stability. Luminous borate glasses gain importance in application as a laser amplifier due to their high transparency...
over a wide range of the electromagnetic spectrum in the visible region, which is extremely important for glass application in many optical devices as most of them act by light transmission.

The interest in the B₂O₃-PbO-SrO glass system was due to the fact that boron oxide and strontium oxide are network forming in the glass structure; in small additions of lead oxide, it acts as a network modifier and in larger additions PbO plays a network forming role, being a double behavior component in glass.

The propagation of the ultrasonic wave in solids, such as glass, provides valuable information on the mechanical properties and overall solid state molecular motion in the material [4]. Sonic waves are classified as ultrasound waves at frequencies exceeding 20 kHz. The measurement technique is based on the analysis of ultrasound wave propagation at 5 MHz and its relationship with the elastic properties of the material [5]-[6].

The objective of this work is to correlate the microstructure with the elastic properties of the investigated glass samples. For this, the samples were characterized by measurements of longitudinal and transverse ultrasonic wave propagation velocities, density and infrared absorption spectroscopy (FTIR).

2 CHARACTERIZATION TECHNIQUES

2.1 Sample preparation

For the preparation of glass based on boron, lead and strontium oxides, the melt fusion technique was used. The amounts of each powdered reagent have been carefully mixed to give the glass homogeneity; The material was then placed in a porcelain crucible to make the melting process in an electric oven up to 1000 °C for one hour. After melting, the viscous mass was poured into a preheated steel mold at a temperature of 60 °C for the molding process. After being placed in another oven for annealing at a temperature of 300 °C for three hours, this procedure serves to remove the internal stresses of the glass. All samples followed the same procedure at the same temperature to have a similar history and to make a useful comparison between the different structures. After cooling, the samples were cut in the form of slabs, sanded, polished and also crushed to be subsequently subjected to proper characterization.

2.2 Density and molar volume

The density of the samples was estimated by the Archimedes principle method, using a scale with precision of 0,0001g and a pycnometer, where the pieces (splinters of glass) of the samples were immersed in acetone solution, applying the expression 1.0:

\[ \rho = \rho_{H} \left( \frac{m_{a}}{m_{d}} \right) \]

(Eq. 1.0)

Where, \( \rho \) is the density, \( \rho_{H} \) is the density of the water, \( m_{a} \) and \( m_{d} \) are the mass of the sample in the air and the mass of the submerged sample, respectively. The molar volume of the glass can preferably be used to describe the structure of the network and the disposition of the constructive units, since it deals directly with the spatial structure of the Oxygen network [7].

The measurement was made three times to obtain an average, this being a value with greater precision for calculating the density. The molar volume was calculated from the expression. 1.1:

\[ V_{m} = \frac{\sum x_{i} M_{i}}{\rho} \]

(Eq. 1.1)

In which \( x_{i} \) is the molar fraction and \( M_{i} \), the molar mass of the glass component. Table 1 illustrates the glasses compositions and values obtained for the different properties.

2.3 Ultrasonic measurements

The elastic modules of glass are influenced by many physical parameters, which in turn can be studied by measuring ultrasonic velocities. The variation of the ultrasonic velocity in the glass samples indicates the various changes in the structural configuration between the network former and the modifiers, directly and indirectly affecting other properties [8].
Table 1 Chemical composition (% molar), proportion of the content of PbO/ B₂O₃ (R), thickness (ρ), molar volume (Vm) and glass sample packaging density (VT).

<table>
<thead>
<tr>
<th>Glasses</th>
<th>B₂O₃ (%)</th>
<th>SrO (%)</th>
<th>PbO (%)</th>
<th>R (=PbO/ B₂O₃)</th>
<th>Thickness (mm)</th>
<th>ρ (g/ cm³)</th>
<th>Vm (cm³)</th>
<th>VT (cm³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPS-1</td>
<td>60</td>
<td>25</td>
<td>15</td>
<td>0,25</td>
<td>0,6</td>
<td>4,26</td>
<td>23,75</td>
<td>61,03</td>
</tr>
<tr>
<td>BPS-2</td>
<td>60</td>
<td>20</td>
<td>20</td>
<td>0,33</td>
<td>0,9</td>
<td>4,35</td>
<td>24,63</td>
<td>60,34</td>
</tr>
<tr>
<td>BPS-3</td>
<td>60</td>
<td>15</td>
<td>25</td>
<td>0,42</td>
<td>0,96</td>
<td>4,43</td>
<td>25,53</td>
<td>59,64</td>
</tr>
<tr>
<td>BPS-4</td>
<td>60</td>
<td>10</td>
<td>30</td>
<td>0,50</td>
<td>1,18</td>
<td>4,52</td>
<td>26,35</td>
<td>59,20</td>
</tr>
<tr>
<td>BPS-5</td>
<td>60</td>
<td>5</td>
<td>35</td>
<td>0,58</td>
<td>0,94</td>
<td>4,68</td>
<td>26,72</td>
<td>59,75</td>
</tr>
<tr>
<td>BPS-6</td>
<td>60</td>
<td>0</td>
<td>40</td>
<td>0,67</td>
<td>0,64</td>
<td>4,82</td>
<td>27,19</td>
<td>60,08</td>
</tr>
</tbody>
</table>

Source: the authors (2018).

For ultrasonic measurements, samples were used in a rectangular slabs and thickness varying from 0.6 to 1.18 cm (Table 1). The measurement was performed using an equipment that uses the pulse-echo technique for ultrasonic speed measurements, this measures the sound velocity in the samples with a given thickness with the pulse-echo system working at a frequency of 5 MHz, with the Transverse (Vs) and longitudinal (VL) velocities were calculated using the Equation 1.2:

\[ V_s = \frac{2x}{\Delta t}, \quad V_L = \frac{2x}{\Delta t} \]  
(Eq. 1.2)

Having x as the sample thickness in (mm) and the time interval given as Δt. The other elastic properties of the studied glass were measured using the following relationships:

- Longitudinal Module: \( L = \rho V_L^2 \),
- Shear Module: \( G = \rho V_s^2 \),
- Bulk Module: \( K = L - \frac{4}{3} G \),
- Young’s Module: \( E = (1+\sigma)2G \),
- Poisson Coefficient: \( \sigma = \frac{(L-2G)}{2(L-G)} , e \)
- Debye Temperature: \( \theta_d = \left( \frac{h}{k} \right) \left( \frac{9N_A}{4\pi V_m} \right)^{ \frac{1}{3} } V_m \)

Where L, G, K and E are the longitudinal, shear, bulk and Young modulus modules, respectively. The ρ is the density of the samples, σ is the Poisson coefficient, θd is the temperature of Debye, \( V_m \) is the average speed of sound, \( V_m \) is the molar volume, \( h \) is the Plank constant, \( k \) is the Boltzmann constant and \( N_A \) is the Avogadro number.

The average sound velocity (\( V_m \)) is defined by the relationship 1.3:

\[ V_m = \left( \frac{2}{3} \frac{1}{F_s} \left( \frac{1}{V_L^3} \right) \right)^{ \frac{1}{3} } \]  
(Eq. 1.3)

Other properties can be calculated as the acoustic impedance (Z) and the coefficient of thermal expansion (A) [6]. Acoustic impedance is: \( Z = \rho V_L \).

2.4 FTIR infrared spectroscopy

For infrared measurements, a Fourier transform Nicolet Nexus 670 FTIR spectrometer was used, which measures from the near-infrared region of 4000 cm⁻¹ to 400 cm⁻¹ in the mid-infrared. The powdered samples were mixed with potassium bromide (KBr) and prepared as a pellet; these were prepared using the ratio of 1 mg of powder sample and 150 mg of KBr, this mixture was subjected to a loading of 3 t / cm² resulting in a thin and compact tablet shape.

This is a structural characterization technique that qualitatively and quantitatively determines different molecular groups.
3 RESULTS AND DISCUSSION

3.1 Density and volume molar

As the substitution of strontium oxide by lead oxide in the samples, there is an increase in the density provided by the high molecular weight of lead oxide, when compared to the other components of the glass system studied. The increase in density is also explained considering the formation of BO₄ units in the network of glass by the introduction of lead oxide in the sample.

The molar volume of the samples, Figure 1, showed unexpected behavior, since as the density increases, the molar volume also increases. The expansion in the structure of the vitreous matrix can be explained by the formation of non-bridging oxygen in the material during the substitution of the glass components [9].

![Figure 1. Density variation in R function of vitreous system and molar volume. Source: the authors (2018).](image)

3.2 Ultrasonic study

Pulse-echo thickness measurement has a high sensitivity in detecting small internal discontinuities, so measurements were made at room temperature using a 5 MHz frequency ultrasonic meter.

Table 2 shows the variation of longitudinal ultrasonic velocities in the prepared samples. It is observed that velocities decrease as the value of the ratio R is increased. The longitudinal modulus (L) of the samples are calculated by the expression 1.4:

\[ V_L^2 = \frac{k}{\rho} \]  

(Eq. 1.4)

Having k as volumetric modulus of elasticity, \( V_L \) as longitudinal velocity of sound and \( \rho \) as glass sample density.

When the substitution of components in the glass matrix occurs, new bonds between the ions are formed, causing the network expansion, which increases the molar volume, leading to a decrease in the packaging volume. Non-bridging oxygen formation decreases the peak pulse resistance, consequently contributing to the decrease in ultrasonic velocity [9]. Table 2 shows the results of ultrasonic velocity measurements and the various elastic modules.

<table>
<thead>
<tr>
<th>Glasses</th>
<th>( V_L ) (m/s)</th>
<th>( V_S ) (m/s)</th>
<th>( V_{ms} ) (m/s)</th>
<th>L ( (10^10 \text{ N/m}^2) )</th>
<th>G ( (10^10 \text{ N/m}^2) )</th>
<th>K (GPa)</th>
<th>E (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPS-1</td>
<td>4918.87</td>
<td>2951.20</td>
<td>3264.75</td>
<td>103.06</td>
<td>37.10</td>
<td>53.59</td>
<td>75.42</td>
</tr>
<tr>
<td>BPS-2</td>
<td>4626.00</td>
<td>2775.60</td>
<td>3070.49</td>
<td>93.09</td>
<td>33.51</td>
<td>48.41</td>
<td>68.24</td>
</tr>
<tr>
<td>BPS-3</td>
<td>4541.33</td>
<td>2724.80</td>
<td>3014.29</td>
<td>91.36</td>
<td>32.89</td>
<td>47.51</td>
<td>66.99</td>
</tr>
<tr>
<td>BPS-4</td>
<td>4361.00</td>
<td>2616.60</td>
<td>2894.60</td>
<td>85.96</td>
<td>30.95</td>
<td>44.69</td>
<td>63.12</td>
</tr>
<tr>
<td>BPS-5</td>
<td>4209.00</td>
<td>2525.40</td>
<td>2793.71</td>
<td>82.91</td>
<td>29.85</td>
<td>43.11</td>
<td>60.92</td>
</tr>
<tr>
<td>BPS-6</td>
<td>4104.00</td>
<td>2462.40</td>
<td>2724.01</td>
<td>81.18</td>
<td>29.23</td>
<td>42.21</td>
<td>59.68</td>
</tr>
</tbody>
</table>

Source: the authors (2018).
Elastic modules allow a macroscopic view of material rigidity from inter atomic bonding energies and material connectivity. Figure 2 shows a decreasing trend in elastic modulus which may be associated with the number of unit bonds per glass unit formula and the average strength of these bonds, which are related to the values of the forces between cations and anions. Thus, both decreasing average bond strength and number of bonds explain the decrease values in elastic modulus [10].

![Figure 2. Variation of elastic modules for the BPS glass system. Source: the authors (2018).](image)

Debye temperature is the value at which all vibration modes in a solid are excited, which is directly proportional to the average speed of sound [11]. The decrease is observed in the average speed of sound and the temperature Debye values, Table 3; that can be attributed to the formation of non-bridging oxygen due to the substitution of the components in the glass matrix, leading to a decrease in the stiffness of the glass [4], [12].

<table>
<thead>
<tr>
<th>Glasses</th>
<th>$\theta_d$</th>
<th>$\sigma$</th>
<th>Z ($10^7$ kg / m².s)</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPS-1</td>
<td>411,7409</td>
<td>0,21879</td>
<td>2,09</td>
<td>114099,81</td>
</tr>
<tr>
<td>BPS-2</td>
<td>382,5736</td>
<td>0,21878</td>
<td>2,01</td>
<td>107309,87</td>
</tr>
<tr>
<td>BPS-3</td>
<td>371,1051</td>
<td>0,21874</td>
<td>2,01</td>
<td>105345,53</td>
</tr>
<tr>
<td>BPS-4</td>
<td>352,6334</td>
<td>0,21869</td>
<td>1,97</td>
<td>101161,87</td>
</tr>
<tr>
<td>BPS-5</td>
<td>338,7643</td>
<td>0,21872</td>
<td>1,96</td>
<td>97635,47</td>
</tr>
<tr>
<td>BPS-6</td>
<td>328,3990</td>
<td>0,21867</td>
<td>1,98</td>
<td>95199,47</td>
</tr>
</tbody>
</table>

Source: the authors (2018).

The increasing behavior of acoustic impedance indicates that we have increased resistance to ultrasonic wave propagation in the sample, which can be verified by decreasing velocity as glass increases its density [13].

3.3 FTIR infrared spectroscopy

The properties that certain glass provide us can be analyzed by the structural study conducted by spectroscopy techniques. Infrared absorption spectroscopy allows us to verify if the material has presented significant structural changes, so it is important to know what are the peaks of the characteristic absorption bands of each structure. Table 4 shows the positions of the spectra absorption peaks obtained for each sample. It is possible to verify the displacement of some bands by the insertion of the network modifier in the matrix, such as lead oxide, and by the formation of tetrahedral units of BO₄; it is possible to verify the displacement of some bands by the insertion of the network modifier in the matrix, such as lead oxide and by formation of tetrahedral units of BO₄; therefore the increase of non-bridging oxygen to bridging oxygen's in the 800 to 1200 cm⁻¹ range [13].
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Table 4 position of the peaks for the FTIR spectra of the vitreous systems.

<table>
<thead>
<tr>
<th>Glasses</th>
<th>Vitreous system B₂O₃ - SrO – PbO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Peaks in the middle infrared (cm⁻¹)</td>
</tr>
<tr>
<td></td>
<td>BPS-1</td>
</tr>
<tr>
<td></td>
<td>BPS-2</td>
</tr>
<tr>
<td></td>
<td>BPS-3</td>
</tr>
<tr>
<td></td>
<td>BPS-4</td>
</tr>
<tr>
<td></td>
<td>BPS-5</td>
</tr>
<tr>
<td></td>
<td>BPS-6</td>
</tr>
</tbody>
</table>

Source: the authors (2018).

Figure 3 shows the infrared absorption spectra for all samples of the glass system B₂O₃ – PbO – SrO, most peaks are in the same position.

For qualitative analysis, the spectrum was divided into five regions: (I) 2300-2350 cm⁻¹; (II) 1500-1700 cm⁻¹; (III) 1200-1550 cm⁻¹; (IV) 800-1200 cm⁻¹ and (V) 700-1000 cm⁻¹ respectively.

The spectrum in region (I) has bands close to 2300-2350 cm⁻¹, the vibrations of different C-O bonds or ambient CO₂ concentrations in the Infrared [14] are attributed, these are not part of the glass structures. In region (II), bands between 1500-1700 cm⁻¹ are attributed to molecular vibrations of hydroxyl (water) [15]. In region (III), the bands found between 1200-1500 cm⁻¹ are attributed to molecular vibrations of borate group units with non-bridging oxygen [15]. In region (IV), bands between 800-1200 cm⁻¹ are assigned to borate groups with BO₄ tetra borate structures, extending in the range 1200-1600 cm⁻¹ are related to BO3 triborate groups [16]-[17]. In the last region, region (V), bands close to 700 cm⁻¹ are assigned to borate group bonds [15]-[18]. From 700 to 400 cm⁻¹ the bands do not appear explicitly, but there may be bonds due to the Sr-O and Pb-O of the heavy atoms in the glass.

3 CONCLUSIONS

PbO-SrO-B₂O₃ glass samples are potential candidates for transparent ultraviolet and gamma ray protection materials [1]. The results of the ultrasonic velocity measurements of the PbO-SrO-B₂O₃ glass system indicate non-bridging oxygen formation with increasing PbO to B₂O₃ ratio. In addition, the glass structure becomes less rigid at higher R ratio values. On the contrary, the gamma ray protection properties improve with increasing PbO / B₂O₃ ratio of the glass samples.

FTIR spectral studies indicated the conversion of BO₃ to BO₄ structural units, caused by the addition of PbO in the matrix. These changes contributed significantly to obtaining denser glasses, a fact confirmed by the ultrasonic study. For these reasons, the characterization of the samples through ultrasonic and spectroscopic studies was presented as a powerful tool to explore the structural characterization of the glass type.
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